Momentum fractional LMS for power signal parameter estimation
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ABSTRACT

Fractional adaptive algorithms have given rise to new dimensions in parameter estimation of control and signal processing systems. In this paper, we present novel fractional calculus based LMS algorithm with fast convergence properties and potential ability to avoid being trapped into local minima. We test our proposed algorithm for parameter estimation of power signals and compare it with other state-of-the-art fractional and standard LMS algorithms under different noisy conditions. Our proposed algorithm outperforms other LMS algorithms in terms of convergence rate and accuracy.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Integer order adaptive signal processing algorithms have their benefits for many signal processing, physical processes and control applications. One well-known algorithm based upon gradient descent is Least Mean Square (LMS) algorithm [1]. Many variations of the standard LMS have been proposed in the literature to improve its convergence properties and estimation accuracy [2]. All these algorithms are based on integer order gradients which find the trajectory of the solution to the optimum value in the negative direction of the gradient.

Recently, a graceful number of research activities have emerged in applying fractional order calculus for the design of adaptive algorithms. The fractional order adaptive algorithms have shown improved performance in various engineering applications compared to integer order LMS based algorithms [3,4]. In this paper, we design a new fractional LMS algorithm with improved convergence properties as compared to standard LMS and state-of-the-art fractional LMS algorithms.

1.1. Related work

Fractional order calculus has equally evolved in parallel with integer order calculus in the field of mathematics. Its application in the field of sciences and engineering was initiated in [5]. Since then, it has been applied in a variety of domains where integer order adaptive algorithms were applied ranging from signal processing [6,7], biomedical problems [8], control [9,10], to physical processes [11,12]. The newly evolved fractional adaptive algorithms borrow their ideas from LMS algorithm and its variants by introducing different ways for step-size calculation and weights updating mechanisms. For example, fractional least mean square (FLMS) identification algorithm was developed by exploiting the theories of fractional calculus for weights update in standard LMS [3].

The FLMS update equation includes integer order gradient as well as the fractional order gradient. The trade-off between these two gradients is suggested in [13] that adds a proportion of each gradient according to the value of a forgetting factor. This results in better convergence as compared to the original FLMS in [3]. The convergence properties of FLMS is further improved by introducing a sliding window which also includes previous values of the input in addition to the current input values [14]. To reduce the computational complexity, works in [15] include only fractional part of the gradient in the weight update equation. By omitting the integer order gradient and retaining only the fractional part, the overall convergence is not affected but the computational complexity caused by the integer order gradient is reduced. The fractional order used in the algorithms so far lies in the range $\epsilon \in (0,1)$ and as fractional order approaches to 1, convergence rate increases. However, higher fractional order also increases the steady state error. This behavior of rapidity and accuracy was further studied in [16] for fractional order $\epsilon \in (1,1.5)$. The authors found that the same behavior of rapidity and accuracy is observed as in the original FLMS [3]. Modified LMS [17] was extended to fractional version in [18].
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The above discussion shows that different variants of LMS have been extended to fractional order and their properties were studied. In this study, we extend momentum LMS (mLMS) [19] to fractional order and empirically study its convergence properties and estimation accuracy for sinusoidal signal modeling. The mLMS updates the weights by incorporating proportion of the previously calculated gradients in the current update step. This increases the convergence rate of the mLMS as compared to the standard LMS. By incorporating these previously calculated gradients in the current weights update step of the standard FLMS algorithm [3], we also intend to improve the convergence properties of the FLMS and name it as momentum FLMS (mFLMS).

Many parameter estimation techniques exist in the literature for different applications [20–23]. Recently some new methods have been introduced in [24–28]. To demonstrate promising properties of the proposed method, we consider the application of signal modeling and parameter estimation of sinusoidal signals which are important for reliability assessment and quality monitoring of power systems. Frequency, as one of the parameters, is important to be estimated for harmonic measurement and compensation [29] and in phase lock loops (PLL) for grid signal synchronization with system output [30]. The amplitude estimate is used in fault detection algorithms [31] and in under/over voltage protection algorithms [32]. The phase estimate is used in different scenarios such as PLL algorithms [33] and in the generation of control signals in a controller [34]. Recently, a novel stochastic gradient algorithm has been proposed for estimating the parameters of the sine combination signal modeling, and further a multi-innovation stochastic gradient parameter estimation method is presented by expanding the scalar innovation into the innovation vector for improving the estimation accuracy [35]. Here we apply our proposed algorithm on parameter estimation problem of power signals and compare it with LMS, mLMS and FLMS.

1.2. Our contribution

Inspired by different variations in LMS to improve its convergence and parameter estimation properties [36], we also incorporate an adaptation term in standard fractional LMS (FLMS) [3] and study its convergence properties and estimation accuracy. We design momentum fractional LMS (mFLMS) in which a momentum term is incorporated with standard FLMS that increases the speed of the convergence and has the ability to avoid trapping in local minima. This work is different from [36] where momentum term is used with simple (non-fractional) LMS (mLMS). To show the performance of the proposed algorithm, the mFLMS is applied to estimate magnitude and phase of a sinusoidal signal [35] which is a combination of different sinusoidal harmonics having different amplitudes and phases. We compare its performance with fractional LMS (FLMS), momentum LMS (mLMS) and LMS algorithms with varying learning rate parameters and under different noise conditions. This is also different from the works in [14,15] where no momentum term is used.

1.3. Paper outline

The paper is organized as follows: Section 2 gives brief description about FLMS. Section 3 describes the design of mFLMS and its derivation for power signal. Section 4 gives experimental details followed by results and discussion. Finally, the paper is concluded in Section 6.

2. Fractional order least mean squares (FLMS)

Application of fractional calculus to standard LMS algorithm have given rise to FLMS algorithm [3] where apart from taking simple integer order derivative, the fractional order derivative is also used to calculate fractional order gradients for the minimization of objective function. Let $y(n)$ be the estimated signal, $d(n)$ be the desired signal and $e(n)$ be the error signal, then the objective function for the minimization of the error is:

$$J(n) = E[e(n)^2] = E[(d(n) - y(n))^2]$$

where $E[.]$ is the expectation. The estimated output $y(n)$ is written as:

$$y(n) = \hat{w}^T(n) \mathbf{u}(n)$$

where $\hat{w}$ is the estimated weight vector and $\mathbf{u}$ is the input vector. To find the weights, we need to minimize objective function (1) with respect to $\hat{w}$, given as:

$$\frac{\partial J(n)}{\partial \hat{w}} = 2e(n) \frac{\partial}{\partial \hat{w}} (d(n) - \hat{w}^T(n) \mathbf{u}(n))$$

Substituting $e(n)$ in above equation:

$$\frac{\partial J(n)}{\partial \hat{w}} = 2e(n) \frac{\partial}{\partial \hat{w}} (d(n) - \hat{w}^T(n) \mathbf{u}(n))$$

After simplifying (4):

$$\frac{\partial J(n)}{\partial \hat{w}} = -2e(n) \mathbf{u}(n)$$

From (5), standard LMS update equation [1] is given by

$$\hat{w}(n + 1) = \hat{w}(n) - \mu T \left( \frac{\partial J(n)}{\partial \hat{w}} \right)$$

where $\mu$ represents the step size parameter for standard LMS.

In Eq. (6), the first order gradient is used to update LMS weights. In case of the fractional LMS, in addition to first order gradient, fractional order gradient is also used. The recursive weight update relation for the fractional LMS algorithm is written as:

$$\hat{w}(n + 1) = \hat{w}(n) - \mu F \left( \frac{\partial J(n)}{\partial \hat{w}} \right) + \mu F \left( \frac{\partial f}{\partial \hat{w}} f(n) \right)$$

where $\mu F$ is the step size for the fractional order derivative $\frac{\partial f}{\partial \hat{w}}$.

Following the Caputo and Riemann-Liouville definition [37], the fractional derivative of a function $g(t) = t^n$ is defined as:

$$D^f g(t) = \Gamma(n + 1) \Gamma(n - f + 1) t^{n-f}$$

where $D^f$ is fractional derivative operator of order $f$ and $\Gamma$ is a gamma function, defined as:

$$\Gamma(n) = (n - 1)!$$

By using the above definitions for fractional order derivatives, the fractional order derivative in (7) becomes:

$$\frac{\partial f}{\partial \hat{w}} f(n) = -2e(n) \mathbf{u}(n) \left( \frac{\partial f}{\partial \hat{w}} \hat{w}(n) \right)$$

By using (8), (10) becomes:

$$\frac{\partial f}{\partial \hat{w}} f(n) = -2e(n) \mathbf{u}(n) \left( \frac{\Gamma(2) \Gamma(2-f)}{\Gamma(2-f)} \hat{w}^{1-f} \right)$$

As $\Gamma(2) = 1$, substituting (11) in (7), we have:

$$\hat{w}(n + 1) = \hat{w}(n) + \mu T e(n) \mathbf{u}(n) + \mu F e(n) \mathbf{u}(n) \odot |\hat{w}|^{1-f}$$

where the symbol $\odot$ denotes an element by element multiplication of vectors and the absolute value of vector $\hat{w}$ is used to avoid complex values.

Eq. (12) is the weight update equation of the standard FLMS algorithm [3].
3. Momentum fractional LMS (mFLMS)

Using the concepts of momentum term for gradient calculation as has been used for standard LMS [38], we extend it for the FLMS. The momentum term takes care of the proportion of previous gradients and add it to the current weights. This helps in speeding up the optimum search and avoids trapping in local minima. For new momentum FLMS (mFLMS), the weight update equation is:

\[
\hat{w}(n+1) = \hat{w}(n) + \alpha \left[ \hat{w}(n) - \hat{w}(n-1) \right] + \mu_1 u(n) d(n) + \mu_1 u^T(n) \gamma \left( \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \right)
\]

where \( \alpha \in (0, 1) \) controls the proportion of previous gradients that is added in current update of Eq. (13). We use this equation for power signal modeling in the next section.

3.1. Computational complexity of mFLMS

The complexity of the algorithms i.e., LMS, mLMS, FLMS and mFLMS is evaluated in terms of the number of operations required for the adaptation process and the results are presented in Table 1. If \( M \) denotes the number of unknown weight parameters, then LMS algorithm requires \( 2M + 1 \) multiplications and \( 2M \) additions in one iteration of the weight adaptation mechanism while mLMS algorithm takes \( 3M + 1 \) multiplications and \( 3M \) additions. The mLMS algorithm requires \( M \) more multiplications and additions than LMS. The FLMS method requires \( 4M + 2 \) multiplications, \( 3M + 2 \) additions and \( M \) powers while the mFLMS scheme requires \( 5M + 2 \) multiplications, \( 4M \) additions and \( M \) powers. The mFLMS algorithm requires \( M \) more multiplications and additions than FLMS. In comparison to the LMS, the multiplications required by FLMS and mFLMS are, respectively, 2 and 2.5 times more than that required by the LMS. As an asymptotic complexity bound, the order of all the algorithms is \( O(M) \) (i.e. in terms of operations) and the fractional or momentum parts in the update equation do not add any considerable complexity to the proposed algorithm as compared to the other LMS variants.

3.2. Convergence analysis of mFLMS

Considering Eqs. (13)–(15), assuming \( \mu_f = \mu_1 \Gamma(2 - f) \) for simplicity in (15) and then rearranging, (13) can be written as:

\[
\Delta \hat{w}(n+1) = \Delta \hat{w}(n) + \alpha \left[ \Delta \hat{w}(n) - \Delta \hat{w}(n-1) \right] + \mu_1 u(n) d(n) + \mu_1 u^T(n) \gamma \left( \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \right)
\]

Expanding

\[
\Delta \hat{w}(n+1) = \Delta \hat{w}(n) + \alpha \left[ \Delta \hat{w}(n) - \Delta \hat{w}(n-1) \right]
\]

\[
+ \mu_1 u(n) d(n) + \mu_1 u^T(n) d(n) \gamma \left( \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \right)^{1-f}
\]

\[
- \mu_1 u(n) u^T(n) w_{\text{opt}} - \mu_1 u(n) u^T(n) \Delta \hat{w}(n)
\]

\[
+ \mu_1 u(n) u^T(n) \gamma \left( \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \right)^{2-f}
\]

Defining

\[
\{ \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \}^j = \sum_{k=0}^j \binom{j}{k} \left( \hat{w}_{\text{opt}}^k \right) \Delta \hat{w}(n)^{j-k}
\]

using (19) in (18).

\[
\Delta \hat{w}(n+1) = \Delta \hat{w}(n) + \alpha \left[ \Delta \hat{w}(n) - \Delta \hat{w}(n-1) \right]
\]

\[
+ \mu_1 u(n) d(n) + \mu_1 u^T(n) d(n) \gamma \left( \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \right)^{1-f}
\]

\[
- \mu_1 u(n) u^T(n) w_{\text{opt}} - \mu_1 u(n) u^T(n) \Delta \hat{w}(n)
\]

\[
+ \mu_1 u(n) u^T(n) \gamma \left( \hat{w}_{\text{opt}} + \Delta \hat{w}(n) \right)^{2-f}
\]

Assuming the input and output are uncorrelated, the weights are statistically independent of input and output. Applying expectation on both sides of (20) and equating \( E \Delta \hat{w}(t) = H(\cdot) \)

\[
H(n+1) = H(n) + \alpha [H(n) - H(n-1)] + \mu_1 p - \mu_1 R w_{\text{opt}}
\]

\[
- \mu_1 R H(n) + \mu_1 p E \left\{ \Delta \hat{w}(n)^{1-f} \right\} + \mu_1 p \sum_{k=1}^{1-f} \binom{k}{1} \left( \hat{w}_{\text{opt}}^k \right) \Delta \hat{w}(n)^{1-f-k}
\]

\[
- \mu_1 R \left( 2 - f \right) w_{\text{opt}} E \left\{ \Delta \hat{w}(n)^{1-f} \right\} - \mu_1 R \sum_{k=1}^{1-f} \binom{k}{1} \left( \hat{w}_{\text{opt}}^k \right) \Delta \hat{w}(n)^{1-f-k}
\]

\[
\left[ \Delta \hat{w}(n)^{1-f} \right] - \mu_1 R \left( 2 - f \right) w_{\text{opt}} E \left\{ \Delta \hat{w}(n)^{1-f} \right\}
\]

Let

\[
\mu_1 p E \left\{ \Delta \hat{w}(n)^{1-f} \right\} - \mu_1 R E \left\{ \Delta \hat{w}(n)^{2-f} \right\}
\]

\[
- \mu_1 R \left( 2 - f \right) w_{\text{opt}} E \left\{ \Delta \hat{w}(n)^{1-f} \right\}
\]

\[
E \left\{ \Delta \hat{w}(n) \right\} G \left( \Delta \hat{w}(n), f \right)
\]

using (23), (22) becomes
\[ H(n+1) = H(n) + \alpha [H(n) - H(n-1)] - \mu_1 R H(n) \]
+ \( \mu_1 E[\Delta \hat{w}(n)] G(\Delta \hat{w}(n), f) H(n+1) \)
+ \( \mu_1 E[H(n)] G(\Delta \hat{w}(n), f) \) \]  
\( H(n+1) = H(n) + \alpha H(n) - \mu_1 R H(n) \)
+ \( \mu_1 H(n) G(\Delta \hat{w}(n), f) \) \]

Simplifying
\[ H(n+1) = H(n) \{ 1 + \alpha - \mu_1 (R - G(\Delta \hat{w}(n), f)) \} - \alpha H(n) \]
\[ M(n+1) = \begin{bmatrix} 1 + \alpha & -\mu_1 \cr -\mu_1 & 1 \end{bmatrix} M(n) \]

The stability of the above expression is governed by the roots \( r \) of the determinant:
\[ \det \left[ 1 + \alpha - r I - \mu_1 (R - G(\Delta \hat{w}(n), f)) \right] = 0 \]

for which the necessary and sufficient condition is \( |r_i| < 1 \), \( i = 1, 2, \ldots, 2M \).

Using the following result for block matrices \( A, B, C, \) and \( D \):
\[ \det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det(D) \det \left[ A - BD^{-1} C \right] = \det(A) \det(D - CA^{-1} B) \]

Assuming that \( D^{-1} \) exists, we arrive at the following characteristic equation. The stability of the method is governed by the roots \( r \) of the determinant:
\[ (-r)^2 \det[D] \det \left[ 1 + \alpha - r I - \mu_1 (R - G(\Delta \hat{w}(n), f)) \right] = 0 \]

To determine the \( 2M \) roots, we need to investigate the typical quadratic form
\[ r_i^2 - r_i (1 + \alpha - \mu_1 (\lambda_i - G(\Delta \hat{w}(n), f))) + \alpha = 0 \]

Applying the Routh-Hurwitz method to determine the step size bound
\[ (1 + \alpha - \mu_1 (\lambda_i - G(\Delta \hat{w}(n), f))) > 0 \]

simplifying
\[ 0 < \mu_1 < \frac{1 + \alpha}{\lambda_i - G(\Delta \hat{w}(n), f)} \]

Eq. (33) gives step size bound for \( 0 < \alpha < 1 \).

3.3. mlFLMS for power signal modeling

Parameter estimation of the sinusoidal signals is very important as it helps in assessing the reliability of power systems. Here we consider a sampled multi-harmonic sinusoidal signal with different amplitudes and phase:
\[ y(n) = \sum_{k=1}^{N} a_k \sin(n \omega_k + \phi_k) + \epsilon(n) \]

where \( \epsilon(n) \) is the Gaussian noise with zero mean and constant variance \( \sigma^2 \).

Using trigonometric identity, (34) can be represented as:
\[ y(n) = \sum_{k=1}^{N} b_k \sin(n \omega_k + \phi_k) + \epsilon(n) \]

We assume that the frequency of the signal is known, then (35) can be written as:
\[ y(n) = \sum_{k=1}^{N} b_k \sin(n \omega_k) + \epsilon(n) \]

where \( b_k = a_k \cos \phi_k \) and \( c_k = a_k \sin \phi_k \).

We will estimate parameters \( b_k \) and \( c_k \) since these can give us \( a_k \) and \( \phi_k \) using relations:
\[ a_k = \sqrt{b_k^2 + c_k^2}, \quad \phi_k = \tan^{-1} \frac{c_k}{b_k} \]

Defining the parameter vector \( \theta \) as:
\[ \theta = [b_1, c_1, b_2, c_2, \ldots, b_N, c_N]^T \in \mathbb{R}^{2N} \]

and the corresponding information vector as:
\[ \psi(n) = [\sin(n \omega_1), \cos(n \omega_1), \sin(n \omega_2), \cos(n \omega_2), \ldots, \sin(n \omega_N), \cos(n \omega_N)]^T \in \mathbb{R}^{2N} \]

Using Eqs. (38) and (39) in (36), the identification model for a power signal is given as:
\[ y(n) = \psi^T(n) \theta + \epsilon(n) \]

Eq. (40) represents the identification model to estimate the parameters of power signal. While applying the mlFLMS for parameter estimation, the parameter vector \( \theta \) is treated as weight vector in the
Fig. 2. Fitness curves of different types of LMS algorithms for $\mu = 0.001$ and $f = 0.5$ (where applicable). (a)-(c) Fitness curves of LMS, mLMS, FLMS and mFLMS for $\alpha = 0.2$, $0.5$, $0.8$ respectively and $\sigma^2 = 0.3^2$. (d)-(f) Fitness curves of LMS, mLMS, FLMS and mFLMS for $\alpha = 0.2$, $0.5$, $0.8$ respectively and $\sigma^2 = 0.9^2$. 
mFLMS algorithm and is updated using Eq. (13). The overall graphical representation of the whole work is shown in Fig. 1.

4. Experimental setup

We investigate the behavior of mFLMS, FLMS, mLMS and LMS on the following signal which is a combination of different sinusoids in terms of frequency, phase and amplitudes. We assume that the sinusoids are of known frequencies and estimate amplitude and phase of individual sinusoidal signals for the above four algorithms.

Consider the following combination of sine signals with four different frequencies [35]:

\[
y(n) = 1.8 \sin(0.07n + 0.95) + 2.9 \sin(0.5n + 0.8) + 4 \sin(2n + 0.76) + 2.5 \sin(1.6n + 1.1) + \epsilon(n)
\]

The parameter vector (amplitude and phase) of the power signal is:

\[
\theta = [a_1, a_2, a_3, a_4, \phi_1, \phi_2, \phi_3, \phi_4]^T = [1.8, 2.9, 4, 2.5, 0.95, 0.8, 0.76, 1.1]^T
\]

In the present study, \(\epsilon\) is a noise with zero mean and a constant variance \(\sigma^2\). The mFLMS and mLMS algorithms are investigated for three different values of \(\alpha\) (proportion of previous gradients), i.e., \([0.2, 0.5, 0.8]\), as only these two algorithms have momentum terms.

The step size for all the algorithms is selected empirically after performing a set of trials to achieve the best MSE value after the convergence, i.e., \(10^{-3}\). In case of fractional order algorithms, the values for both step size parameters are same, i.e., \(\mu_1 = \mu_2 = \mu\). For higher values of \(\mu_1\) or \(\mu_2\), algorithms either did not converge smoothly or had higher value of MSE. The forgetting factor \(\alpha\) was also chosen on the similar basis. To perform detail analysis, the proposed algorithm is studied for three different values of \(\alpha\) (proportion of previous gradients), i.e., \(= 0.2, 0.5\) and 0.8. It is observed that the convergence speed of the mFLMS method increases by increasing the value of \(\alpha\) but at the cost of steady state performance i.e., the higher value of \(\alpha\) provides faster convergence while lower value gives better steady state performance. The fractional order based methods are studied for three different fractional orders i.e., \(f = 0.25, 0.50\) and 0.75. All the algorithms are examined for three values of Gaussian noise variance i.e., \(\sigma^2 = 0.30^2, 0.60^2\) and \(0.90^2\). The adaptation process is performed for 4000 iterations.

4.1. Evaluation metrics

The performance of the design methodology is examined using two evaluation metrics i.e. fitness function and mean square error (MSE). The fitness function \(\delta\) developed for power signal estimation is given as:

\[
\delta = \frac{|\hat{\theta} - \theta|}{|\theta|} \tag{41}
\]

where \(\theta\) and \(\hat{\theta}\) are the desired and approximated parameter vectors. The actual parameters of the power signal are adapted through proposed methods such that when \(\delta \to 0\) consequently \(\hat{\theta} \to \theta\). The performance measure based on MSE is given as:

\[
MSE = \frac{1}{M} \sum_{j=1}^{M} (\theta_j - \hat{\theta}_j)^2 \tag{42}
\]

where \(M\) is the number of estimated parameters.

5. Results and discussion

The learning efficiency of the algorithms for different values of parameters is shown in Fig. 2. All those sub-figures of Fig. 2 show plots of fitness function against the number of iterations for fractional order \(f = 0.5\). Detailed results for other values of \(f\) are given in the tables. The comparison of the proposed mFLMS algorithm with standard LMS, mLMS and FLMS methods for \(\alpha = 0.2, 0.5\) and 0.8 are given in Fig. 2 a, b and c respectively for noise variance \(\sigma^2 = 0.30^2\), while the respective plots in case of \(\sigma^2 = 0.90^2\) are presented in Fig. 2 d, e and f. It is observed that convergence of mLMS and mFLMS methods is faster than their counterparts, i.e., standard LMS and FLMS algorithms, and by increasing the value of \(\alpha\), the momentum versions provide faster convergence. It is also seen that the proposed mFLMS algorithm outperforms all other algorithms in terms of convergence for different variations in parameter values.

The performance of the proposed scheme is also evaluated for initial convergence rate and results of fitness adaptation for first 1000 iterations are presented in Tables 2–4 for \(\sigma^2 = 0.30^2, 0.60^2\) and \(0.30^2\) respectively, for various \(\alpha\) and fractional order values. It is seen from the results presented in Tables 2–4 that initial convergence of mFLMS is much faster than standard adaptive strategies and rate of convergence increases by increasing the proportion of previous gradients \(\alpha\).

The performance of the proposed mFLMS algorithm is further verified through mean square error (MSE) metric. The results
obtained through mFLMS are compared with standard adaptive schemes and given in Tables 5–7 for \( \sigma^2 = 0.30^2, 0.60^2, 0.90^2 \) respectively, for different variations in \( \alpha \) and fractional order. It is observed that all algorithms are accurate and convergent but accuracy of the methods decreases by increasing noise variance. It is seen that fractional adaptive algorithms i.e., FLMS and mFLMS remain stable for all variations of fractional order and not much difference in accuracy is observed among different fractional orders. However, higher value of fractional order i.e., \( f = 0.75 \) gives relatively better results.

It can be observed from the results in Tables 1–6 that mFLMS algorithm provides faster convergence for higher proportion of pre-
Table 6
Performance comparison based on fitness achieved at specific iterations for $\sigma^2 = 0.60^2$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha$</th>
<th>Adaptive Parameters</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>0.8</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>mLMS</td>
<td>0.2</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>mFLMS</td>
<td>0.5</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>mFLMS</td>
<td>0.8</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>FLMS ($f = 0.25$)</td>
<td>0.5</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>FLMS ($f = 0.50$)</td>
<td>0.2</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>FLMS ($f = 0.75$)</td>
<td>0.5</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>True Values</td>
<td>1.8</td>
<td>2.9</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 7
Performance comparison based on fitness achieved at specific iterations for $\sigma^2 = 0.90^2$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha$</th>
<th>Adaptive Parameters</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>0.8</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>mLMS</td>
<td>0.2</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>mLMS</td>
<td>0.5</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>mLMS</td>
<td>0.8</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>FLMS ($f = 0.25$)</td>
<td>0.5</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>FLMS ($f = 0.50$)</td>
<td>0.2</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>FLMS ($f = 0.75$)</td>
<td>0.5</td>
<td>$\theta_1$ $\theta_2$ $\theta_3$ $\theta_4$ $\theta_5$ $\theta_6$ $\theta_7$</td>
<td></td>
</tr>
<tr>
<td>True Values</td>
<td>1.8</td>
<td>2.9</td>
<td>4</td>
</tr>
</tbody>
</table>

6. Conclusion

In this work, a novel momentum fractional least mean square (mFLMS) has been proposed to increase the convergence of the standard fractional LMS algorithm by using previous proportions of the calculated gradients to update the weights. The correctness of the designed mFLMS method is established estimating the parameters of a power signal different noise variances, fractional orders and $\alpha$ (proportion of previous gradients values). The proposed method outperforms all other adaptive algorithms for variations in the adaptive filter parameter values. The convergence speed of the mFLMS increases by increasing the value of $\alpha$ but at the cost of steady state performance i.e., the higher value of $\alpha$ provides faster previous gradients i.e., $\alpha = 0.8$, while it gives better steady state performance for lower value of alpha i.e., $\alpha = 0.2$. Thus, the middle value i.e., $\alpha = 0.5$ seems to be an appropriate choice that is a good compromise between faster convergence and better steady state performance.

The curve fitting plot for the sinusoidal signal by mFLMS for $\alpha = 0.2, f = 0.5$ and $\sigma^2 = 0.60^2$, is given in Fig. 3. It can be noticed from the figure that the proposed mFLMS algorithm accurately follows the original power signal with high precision which validates the correctness and effectiveness of the proposed method.

![Fig. 3. Curve fitting using mFLMS algorithm for $\alpha = 0.2, f = 0.50$ and $\sigma^2 = 0.6^2$. Here, the blue color represents the actual sinusoidal curve while the red color with data markers represents estimated curve. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article)](image-url)
convergence while lower value gives better steady state performance. The performance of all algorithms decreases with an increase in noise variance but still the mFLMS achieves consistently better results in terms of accuracy and convergence. The proposed mFLMS algorithm remain convergent for all fractional orders and there is no noticeable difference in accuracy among different fractional orders. However, higher value of fractional order gives relatively better results.

7. Future work

In this work, we have devised momentum based fractional LMS for amplitude and phase estimation of a power signal. In addition to these two parameters, frequency is also an important parameter and we intend to extend our proposed algorithm for estimation of unknown frequency of a power signal in near future.
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