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Abstract

Convolutional neural networks (CNN) are one of the best-
performing neural network architectures for environmental
sound classification (ESC). Recently, temporal attention mecha-
nisms have been used in CNN to capture the useful information
from the relevant time frames for audio classification, especially
for weakly labelled data where the onset and offset times of the
sound events are not applied. In these methods, however, the
inherent spectral characteristics and variations are not explicitly
exploited when obtaining the deep features. In this paper, we
propose a novel parallel temporal-spectral attention mechanism
for CNN to learn discriminative sound representations, which
enhances the temporal and spectral features by capturing the
importance of different time frames and frequency bands. Par-
allel branches are constructed to allow temporal attention and
spectral attention to be applied respectively in order to mitigate
interference from the segments without the presence of sound
events. The experiments on three environmental sound clas-
sification (ESC) datasets and two acoustic scene classification
(ASC) datasets show that our method improves the classifica-
tion performance and also exhibits robustness to noise.
Index Terms: environmental sound classification, convolu-
tional neural networks, attention mechanism, sound event

1. Introduction
Environmental sound classification (ESC) is an important re-
search area in human-computer interaction aiming to classify
an environment by its ambient sound, with a variety of poten-
tial applications such as audio surveillance [1] and smart room
monitoring [2]. Due to the dynamic and unstructured nature
of acoustic environments, it is a practical challenge to design
appropriate features for environmental sound classification. In
many existing ESC methods, the features are often designed
based on prior knowledge of acoustic environments, and a clas-
sifier is then trained with the features to obtain the category
probability of each environmental sound signal.

Among these methods, deep learning, which is facilitated
by the availability of increased amount of training data and
techniques of data augmentation, has been widely used in ESC.
Convolutional neural networks (CNN) based methods [3–8] of-
fer the state-of-the-art performance, where spectrograms and
mel-scale frequency cepstral coefficients (MFCC) are often
used as the input of the networks. Different from the images in
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visual recognition tasks, however, the temporal and spectral in-
formation represented by spectrograms will have different char-
acteristics and degree of importance in sound recognition. Al-
though the translation of local patterns in the time domain has
little effect on the classification of sound events, the difference
across frequency bands has a significant impact on the perfor-
mance of sound classification [9]. To capture the information
about which parts of the features are more relevant to the sound
events, attention mechanisms have been proposed [10–17], es-
pecially for weakly labelled data where the timing information
about the sound events is not available in the training data. In
these methods, temporal attention [11, 14] is applied to obtain
weights for combining feature vectors at different time steps,
however, the importance of different frequency bands is not
considered. Spatial attention [17] characterizes the importance
of the regions with spatial weights to target the location of sound
events, but ignores the inherent time-frequency characteristics.

To address the above issues, we propose a parallel
temporal-spectral attention mechanism for CNN to learn dis-
criminative time-frequency representations, which allows the
networks to be aware of the variety of information in time
frames and frequency channels. Specifically, temporal atten-
tion is employed to capture the certain frames where sound
events appear, and a spectral attention method is proposed to
pay a different degree of attention to various frequency bands.
The idea of the spectral attention is inspired by the study of
frequency-selective attentional filter in human primary auditory
cortex [18], which shows that the human brain facilitates selec-
tive listening to a frequency of interest in a scene by reinforcing
the fine-grained activity pattern throughout the entire superior
temporal cortex that would be evoked. In addition, the parallel
structure is applied in our method, which mitigates interference
between the temporal and spectral features by paying attention
with two different branches, and also promotes the robustness
when a single branch is disturbed by the segments without the
presence of sound events. The proposed method is evaluated
on three benchmark datasets (ESC-10 [19], ESC-50 [19] and
UrbanSound8k [20]), and achieves the state-of-the-art classifi-
cation accuracy of 95.8%, 88.6% and 88.5%, respectively. Fur-
thermore, our method is applied to another audio classification
task, i.e. acoustic scene classification (ASC), and also improves
the performance.

2. Proposed Method

In this section, the temporal attention and spectral attention
methods are introduced, which enhance the features from rel-
evant time frames and frequency bands. In order to obtain
the temporal and spectral features simultaneously, a parallel
temporal-spectral attention mechanism is then introduced.



(a) Temporal attention

(b) Spectral attention

Figure 1: The illustration of temporal attention and spectral
attention mechanisms.

2.1. Temporal Attention and Spectral Attention

CNN have been widely used in the audio classification tasks,
which show powerful ability to extract high-level features from
low-level features, such as log mel spectrogram. To start with
an input spectrogram of size T ×F ×1, the convolutional layer
consisting of C-channel filters outputs a T ′ × F ′ × C feature
map, which is then fed to the next convolutional layer to ex-
tract translation-shift invariant features. In this case, the spatial
regions of the feature maps are treated equally, which may con-
tain noise or irrelevant information for the sound events.

In order to enhance the features from relevant time frames
and frequency bands, temporal attention and spectral attention
are presented in our work. Different weights are applied to the
time frames and frequency bands, which can guide the network
to pay different attention to the temporal and spectral character-
istics of environmental sounds. The structures of the two atten-
tion mechanisms are depicted in Figure 1. Specifically, for the
input feature map U ∈ RT×F×C , 1× 1× 1 convolutional lay-
ers fconv are employed to obtain the global feature maps across
the channels, i.e. global temporal feature map VT ∈ RT×F×1

and global spectral feature map VF ∈ RT×F×1.

VT = fconv (U ; θT) (1)

VF = fconv (U ; θF) (2)

where θT and θF denote the model parameters of the convo-
lutional layers in the temporal attention and the spectral at-
tention, respectively. The 1 × 1 filters are used to squeeze
the number of channels to 1, which can learn channel-wise
global information from the local feature map U . The extracted
global temporal and spectral feature maps are then squeezed
by the global average pooling fGAP to obtain the time-wise
activations vT ∈ RT×1×1 and the frequency-wise activations
vF ∈ R1×F×1.

vT = σ (fGAP (VT )) (3)

vF = σ (fGAP (VF )) (4)

where σ(·) denotes the sigmoid function to limit the values in
the range of (0, 1) and global average pooling is applied along
the time axis and the frequency axis, respectively. Thus, the
time-wise feature map UT ∈ RT×F×C and the frequency-wise
feature map UF ∈ RT×F×C can be obtained by rescaling U

(a) Temporal-spectral concatenation

(b) Spectral-temporal concatenation

Figure 2: The illustration of the concatenation of the temporal
attention and the spectral attention.

Figure 3: The illustration of the parallel temporal-spectral attention
mechanism.

with the time-wise activations vT and the frequency-wise acti-
vations vF .

UT = fscale (U ,vT ) (5)

UF = fscale (U ,vF ) (6)

where fscale (·, ·) refers to the multiplication between the fea-
ture map and the activations (i.e. the time-wise activations vT

and the frequency-wise activations vF ).

2.2. Parallel Temporal-spectral Attention

One intuitive approach to obtain the temporal and spectral fea-
tures simultaneously is the concatenation of the temporal atten-
tion and spectral attention, which is shown in Figure 2. How-
ever, there is a drawback in the approach of the concatenation,
i.e. the temporal attention and spectral attention may interfere
with each other. For example, when the temporal-spectral con-
catenation in Figure 2(a) is applied, the activations of some
noisy frames will be inhibited by the temporal attention, while
on the other hand, some slices of the noisy frames may be en-
hanced by the spectral attention. Thus, the effect of the temporal
attention is interfered by the spectral attention.

In order to alleviate the interference of the temporal atten-
tion and the spectral attention, a parallel temporal-spectral at-
tention mechanism is proposed in our work. As shown in Fig-
ure 3, the temporal and spectral features are paid attention with
two different branches without the propagation of information
mutually. In this case, each representation learning is focused
on specific discriminative local regions rather than being spread
evenly over the whole feature map, which leads to a better ro-
bustness when a single branch is disturbed by the sections where
no sound events appear in the acoustic environments.

To be specific, a summation of the three branches (i.e. tem-
poral attention, spectral attention and shortcut) are applied to
obtain the final time-frequency features. The summation is
not with the same weights for the reason that different atten-
tion should attend the temporal and spectral characteristics.



Given coefficient as α, β, γ, the time-frequency feature map
U ′ ∈ RT×F×C is calculated by the following formulas:

U ′ = αUT + βUF + γU (7)

α+ β + γ = 1 (8)
where α, β, γ are the learnable parameters with the same initial
value, and the softmax function is applied to normalize them.
In this case, the network can adaptively pay different attention
to the temporal characteristics and the spectral characteristics.

3. Experiments
Our method is evaluated on three ESC datasets (ESC-10 [19],
ESC-50 [19] and UrbanSound8k [20]) and two ASC datasets
(the DCASE 2018 task1A dataset [21] and the DCASE 2019
task1A dataset [21]), which are the commonly used datasets for
ESC and ASC. Log mel spectrograms are extracted from the
audio signals as the input of the networks. The experimental
setups and results are detailed as follows.

3.1. Datasets and Metrics

Datasets The ESC-50 dataset [19] comprises 50 equally bal-
anced classes of 2, 000 samples, and each sample is a monaural
5s sound recorded with a sampling rate of 44.1 kHz. The ESC-
10 dataset [19] is a selection of 10 classes from the ESC-50
dataset. The UrbanSound8k dataset [20] consists of 8, 732 au-
dio clips summing up to 7.3 hours of audio recordings. The
original audio clips are recorded at different sample rates with
the maximum duration of 4s. The DCASE 2018 task1A dataset
[21] and the DCASE 2019 task1A dataset [21] contain 10s seg-
ments, recorded at 48kHz and spanning 10 classes.
Metrics For all the used datasets, we use the accuracy of classi-
fication as the evaluation metric, which is one of the most com-
monly used metrics for audio classification [22].

3.2. Network Structures

We set the experiments including a baseline model (CNN10
[23]) and ten comparison models under the same experimental
setups to evaluate the proposed attention mechanism.
CNN10 CNN10 [23] consists of 4 convolutional blocks with
64, 128, 256 and 512 output channels, respectively. Each con-
volutional block contains 2 convolutional layers with kernel size
of 3× 3, followed by downsampling with average pooling size
of 2× 2. Batch normalization [24] and ReLU [25] function are
applied to all the convolutional layers. Global pooling layer and
two fully-connected layers are then applied, followed by a soft-
max nonlinearity for classification. See [23] for more details
about CNN10.
TS-CNN10 TS-CNN10 is our proposed model based on
CNN10, where the parallel temporal-spectral attention mech-
anism is employed to each convolutional block. All the other
setups are the same as CNN10. TS-CNN10-1, TS-CNN10-2,
TS-CNN10-3 and TS-CNN10-4 are the variants of TS-CNN10,
which only apply the parallel temporal-spectral attention mech-
anism to the 1st, 2nd, 3rd and 4th convolutional block, re-
spectively. TS-CNN10-fixed is another variant of TS-CNN10,
where the parameters α, β and γ in (7) are fixed to the same
value (α = β = γ = 0.33). T-CNN10 and S-CNN10 apply
the temporal attention in Figure 1(a) and the spectral attention
in Figure 1(b), respectively. In addition, TS-CNN10-concat and
ST-CNN10-concat apply the attention mechanisms of temporal-
spectral concatenation in Figure 2(a) and spectral-temporal con-
catenation in Figure 2(b), respectively.

Table 1: Comparison of accuracy on the ESC-10, ESC-50 and
UrbanSound8k (US8k) datasets

Model ESC-10 ESC-50 US8k
PiczakCNN [19] 80.5% 64.9% 73.0%
EnvNet-v2 [29] 91.3% 84.9% 78.3%
SB-CNN [30] 91.7% 83.9% 83.7%

GTSC+TEO-GTSC [31] - 81.9% 88.0%
ConvRBM+FBEs [32] - 86.5% -

ACRNN [12] 93.7% 86.1% -
Multi-Stream CNN [33] 94.2% 84.0% -

MelFB+LGTFB-EN-CNN [34] 93.7% 88.1% 85.8%
Human [3] 95.7% 81.3% -

CNN10 [23] 92.0% 85.2% 84.9%
T-CNN10 (ours) 94.5% 87.8% 87.2%
S-CNN10 (ours) 94.0% 87.5% 87.8%

TS-CNN10-1 (ours) 93.6% 86.9% 86.3%
TS-CNN10-2 (ours) 93.8% 87.0% 87.0%
TS-CNN10-3 (ours) 93.9% 86.9% 87.3%
TS-CNN10-4 (ours) 94.9% 87.8% 87.5%

TS-CNN10-concat (ours) 92.5% 85.6% 85.8%
ST-CNN10-concat (ours) 93.0% 85.5% 86.1%
TS-CNN10-fixed (ours) 95.0% 88.1% 88.3%

TS-CNN10 (ours) 95.8% 88.6% 88.5%

Table 2: Comparison of accuracy on the DCASE 2018 task1A
dataset (DCASE2018 1A) and the DCASE 2019 task1A dataset
(DCASE2019 1A)

Model DCASE2018 1A DCASE2019 1A
Official baseline [21] 59.7% 62.5%

CNN10 [23] 68.1% 69.6%
TS-CNN10 (ours) 68.7% 70.6%

3.3. Experimental Setups

Preprocessing All the raw audios are resampled to 44.1kHz
and then fixed to the certain length by zero-padding or trun-
cating (i.e. 5s for the ESC-10 and ESC-50, 4s for the Ur-
banSound8k and 10s for the DCASE 2018 task1A dataset and
DCASE 2019 task1A dataset). The short time Fourier transform
(STFT) is then applied on the audio signals to calculate spectro-
grams, with a window size of 40ms and a hop size of 20ms. 40
mel filter banks are applied on the spectrograms followed by a
logarithmic operation to extract the log mel spectrograms.
Training details In the training phase, the Adam algorithm [26]
is employed as the optimizer with the default parameters. The
model is trained end-to-end with the initial learning rate of 0.01
and the exponential decay rate of 0.98 for each 5 iterations. Pa-
rameters of the networks are learned using the categorical cross
entropy loss. Batch size is set to 64 and training is terminated
after 2000 iterations. Data augmentation methods mixup [27]
and Specaugment [28] are applied in our experiments to pre-
vent the system from over-fitting and improve the performance.

3.4. Experimental Results and Analysis

Table 1 demonstrates the performance of our proposed TS-
CNN10 and other state-of-the-art methods on the ESC datasets
(ESC-10 [19], ESC-50 [19] and UrbanSound8k [20]). Tem-
poral attention was applied in [12, 33] to focus on the seman-
tically relevant frames, which achieved higher accuracy than
CNN models [19, 29, 30]. However, the spectral characteris-
tics of the environmental sounds were not considered in these
methods. Other methods [31,32,34] designed filter-bank learn-
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Figure 4: Visualization of four input log mel spectrograms (the 1st row) and the average feature maps of the first convolutional block
in CNN10 (the 2nd row) and TS-CNN10 (the 3rd row). (a) The original audio from the ESC-50 dataset. (b) Gaussian random noise is
added into the 50th∼64th time frames (the red box). (c) Gaussian random noise is added into the 25th∼30th frequency bands (the red
box). (d) Gaussian random noise is added into the whole audio with the SNR of 10dB.

ing approaches instead of feeding the log mel spectrograms to
the networks, however, the deep time-frequency characteristics
were hardly studied. The results indicate that our proposed TS-
CNN10 outperforms all the compared methods, which confirms
the effectiveness of the proposed method in enhancing the fea-
tures from relevant frames and frequency bands to obtain the
discriminative sound representations. It is worth mentioning
that TS-CNN10 surpasses the performance of human being on
both the ESC-10 dataset and the ESC-50 dataset.

We observe that both temporal attention (T-CNN10) and
spectral attention (S-CNN10) improve the performance of ESC,
and the combination of them (TS-CNN10) brings about more
improvement. In addition, TS-CNN10-1, TS-CNN10-2, TS-
CNN10-3, TS-CNN10-4 all perform better than CNN10, which
shows that our proposed parallel temporal-spectral attention
mechanism can be applied to any convolutional layer to enhance
the features. The parallel temporal-spectral attention used in
the deeper layers shows more performance gain, and a higher
performance can be achieved when more layers apply the par-
allel temporal-spectral attention mechanism (TS-CNN10-fixed
and TS-CNN10). TS-CNN10 achieves higher accuracy than
TS-CNN10-fixed for the reason that learnable parameters in (7)
are set to adaptively pay different attention to the temporal and
spectral characteristics. Besides, TS-CNN10 outperforms TS-
CNN10-concat and ST-CNN10-concat, which validates the ad-
vantage of the parallel structure to alleviate the interference of
the temporal features and the spectral features.

Our method is also applied to another audio classification
task (i.e. ASC), and evaluated on the DCASE 2018 task1A
dataset [21] and the DCASE 2019 task1A dataset [21]. As
shown in Table 2, our attention mechanism can improve the per-
formance of ASC as well.

To further test the robustness of TS-CNN10, three different
types of noises (i.e. Gaussian random, bus and tram) with dif-
ferent SNR (i.e. 20dB, 10dB and 0dB) are applied to the orig-
inal audio in the ESC-50 dataset. CNN10 and TS-CNN10 are
trained with the original data and then tested on the noisy data,
with the results shown in Table 3. TS-CNN10 shows better ro-
bustness to all the three types of noises, which is more obvious
with the decrease of the SNR.

In addition, visualization analyses are employed to show
how our method enhances the time-frequency representations
in a complex and dynamic acoustic environment. As shown in
Figure 4, the input log mel spectrograms and the feature maps
of CNN10 and TS-CNN10 are visualized. Figure 4(a) is the
original audio from the ESC-50 dataset. It is clear that TS-
CNN10 focuses more on the relevant time frames and frequency
bands, and attenuates the less relevant information as compared

Table 3: Comparison of accuracy on the ESC-50 dataset with
different noise types and different SNR

Noise Type SNR (dB) CNN10 TS-CNN10 Gain†
No noise - 85.2% 88.6% 3.4%

Gaussian random
20.0 83.5% 87.1% 3.6%
10.0 80.5% 85.9% 5.4%
0.0 71.2% 79.9% 8.7%

Bus∗
20.0 82.3% 86.0% 3.7%
10.0 71.9% 76.9% 5.0%
0.0 58.3% 65.6% 7.3%

Tram∗
20.0 78.5% 80.3% 1.8%
10.0 62.7% 66.9% 4.2%
0.0 49.5% 53.9% 4.4%

† The accuracy gain of TS-CNN10 compared with CNN10.
∗ The bus and tram noises are the clips randomly generated from the
DCASE 2019 task1A dataset [21].

with CNN10. Figure 4(b) and Figure 4(c) show the noisy au-
dio, which Gaussian random noises are added into several time
frames and frequency bands. CNN10 cannot deal with the noisy
audio well and the feature maps are activated in the noisy sec-
tions. While for our TS-CNN10, the feature maps in the noisy
sections are much less activated. It is because the temporal-
spectral attention is introduced in two different branches so that
computation for representation learning is focused on specific
discriminative local regions rather than being spread across the
whole feature map, which leads to a better robustness when a
single branch is disturbed by the noisy sections. To be specific,
when random noise in several time frames is added, the spec-
tral attention can mitigate the impact of the noisy sections by
applying the global average pooling along the time axis. Sim-
ilarly, we can explain the performance of TS-CNN10 in noisy
frequency bands. Moreover, Gaussian random noise is added
to the whole audio with the SNR of 10dB, which is shown in
Figure 4(d). The result shows that the proposed TS-CNN10 can
still obtain the time-frequency information of the sections where
sound events appear. However, CNN10 can hardly capture the
effective information and the feature map looks noisy.

4. Conclusions
A novel parallel temporal-spectral attention mechanism has
been proposed to obtain the discriminative sound representa-
tions of environmental sounds. Experimental results on the ESC
and ASC tasks and visualization analyses validate the advan-
tages of our method. In future work, we would like to apply it
to other audio classification tasks.
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