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Abstract—Unification of classification and regression is a major challenge in machine learning and has attracted increasing attentions from researchers. In this article, we present a new idea for this challenge, where we convert the classification problem into a regression problem, and then use the methods in regression to solve the problem in classification. To this end, we leverage the widely used maximum margin classification algorithm and its typical representative, support vector machine (SVM). More specifically, we convert SVM into a piecewise linear regression task and propose a regression-based SVM (RBSVM) hyperparameter learning algorithm, where regression methods are used to solve several key problems in classification, such as learning of hyperparameters, calculation of prediction probabilities, and measurement of model uncertainty. To analyze the uncertainty of the model, we propose a new concept of model entropy, where the leave-one-out prediction probability of each sample is converted into entropy, and then used to quantify the uncertainty of the model. The model entropy is different from the classification margin, in the sense that it considers the distribution of all samples, not just the support vectors. Therefore, it can assess the uncertainty of the model more accurately than the classification margin. In the case of the same classification margin, the farther the sample distribution is from the classification hyperplane, the lower the model entropy. Experiments show that our algorithm (RBSVM) provides higher prediction accuracy and lower model uncertainty, when compared with state-of-the-art algorithms, such as Bayesian hyperparameter search and gradient-based hyperparameter learning algorithms.

Index Terms—Hyperparameter optimization, maximum margin classification, regression, support vector machine (SVM).

I. INTRODUCTION

Among the classification algorithms, the maximum margin algorithm is an important type of machine learning methods [1], which can be used for uncertain data processing [2], unsupervised structured prediction [3], multidimensional classification [4], Bayesian network classifier [5], etc. Its typical representative is support vector machine (SVM) [6]. SVM is based on the Vapnik–Chervonenkis dimension theory and obtains the best generalization ability by searching for the largest classification margin in the feature space [7]. It has a solid theoretical foundation and is easy to implement, so it has been successfully applied to a variety of learning tasks [8], such as medical diagnosis [9], image processing [10], and thermographic fault diagnosis [11], [12].

SVM has been developed continuously since it was proposed. A variety of new SVM algorithms are emerging to improve their training speed and promote their applications. Among them, twin SVM (TWSVM) is particularly prominent [13]. For binary-classification problems, TWSVM constructs a hyperplane for each class sample. The sample of each class is as close as possible to the hyperplane of its class and as distant as possible from the hyperplane of the other class [14]. TWSVM not only maintains the advantages of SVM but also improves the training speed by 4x [13]. To further improve the performance of TWSVM and promote its application, researchers have proposed various improved algorithms [13]. For example, the least-squares TWSVM (LSTWSVM) is proposed, whose training process is to solve linear equations to achieve faster training speed. To meet the needs of large-scale learning, Ganaie et al. [15] proposed large-scale fuzzy LSTWSVM, which does not involve matrix inversion, and thus further improves the training speed.

Noise is ubiquitous in real-world learning tasks, which usually reduces the classification accuracy of the model and makes the learning task more complex [16], [17]. There are also several improved TWSVM and SVM methods for processing noisy data. For example, Tanveer et al. [18] proposed an intuitionistic fuzzy weighted TWSVM, which can reduce the influence of outliers and noise. Moslemnejad and Hamidzadeh [19] applied the belief function theory to the detection of noise and outliers. Hamidzadeh and Moslemnejad [20] used confidence function and rough set theory to determine boundary samples and noise. For multiclass data classification, Moslemnejad and Hamidzadeh [21] proposed weighted SVM to improve the noise sensitivity. For uncertain data, Liang and Zhang [22] proposed uncertainty-aware TWSVM, where an interesting theorem is derived by transforming the multidimensional integrals into 1-D integrals to obtain a simplified model.
However, some key issues that still exist in SVM have not been resolved, such as the choice of hyperparameters [23]. SVM is very sensitive to hyperparameters, and its performance depends on the choice of hyperparameters, such as the bandwidth $\sigma$ of the Gaussian kernel and the penalty coefficient $C$ [24]. Therefore, the optimization of hyperparameters in SVM has received a lot of attention [25]. Recently, with the focus on complex machine learning models with many hyperparameters [26], the research on hyperparameter optimization algorithms has regained widespread attention [27], [28]. Common methods include grid search, random search, and Bayesian optimization [29]. These algorithms can be directly used for SVM hyperparameter learning.

When the number of hyperparameters is small, grid search is a commonly used optimization method [30]. The grid search method is considered a traditional hyperparameter optimization method, which creates models for each combination of hyperparameters and evaluates their performance on a validation set. Then, the hyperparameter with the smallest error on the validation set is regarded as the optimal hyperparameter. The search range of hyperparameters is generally selected based on experience or adjusted gradually. Although this method is very simple, the number of performance evaluations increases exponentially with the increase in the hyperparameter dimension [31]. Another problem is that when the accuracy of SVM is increased, the number of evaluations for hyperparameters required will be greatly increased [32]. As a result of these factors, the grid search method is inefficient and unable to accommodate large-scale data processing.

To address the limitation in grid search, Bergstra and Bengio [33] proposed a random search method, which usually can obtain better hyperparameters. This method defines a marginal distribution for each hyperparameter, and then randomly selects values to form a set of hyperparameters for model training and validation. In the grid search, if a hyperparameter has no effect on the performance of the model, then the same performance would be obtained even if this hyperparameter is set to different values, provided that the other hyperparameters remain fixed. This leads to many meaningless performance evaluations; however, the random search method can avoid this problem [34]. In addition, random search does not require any assumptions about the learning task. With sufficient computing resources, the random search method can be infinitely close to the globally optimal solution [35]. Grid and random search are relatively simple, but neither of them uses models and historical information. Different from these two methods, the Bayesian hyperparameter optimization method uses historical information to approximate the model and iteratively searches for the optimal hyperparameter [36]. There are two key components in the iterative process: the surrogate model and the acquisition function [32]. Surrogate models are used to fit historical hyperparameters. The acquisition function uses a probability model to predict the performance of different candidate hyperparameters [36]. The Bayesian hyperparameter optimization method has achieved excellent performance in image classification and speech recognition based on deep neural networks [36]. However, the Bayesian hyperparameter optimization method is not always stable, sometimes the performance is excellent, but sometimes catastrophic errors occur on certain tasks [37].

Another important type of hyperparameter learning method is based on the generalization error gradient, which is used to guide the optimization of hyperparameters. Different from black-box model optimization methods such as grid search, random search, and Bayesian search, this method uses the gradient information of the hyperparameters, not just the error information. In practice, the gradient-based hyperparameter learning method is superior to the black-box model-based method in terms of performance and speed. The main reason is that the gradient-based learning method makes full use of the gradient information of the model [37]. Although grid search, random search, and Bayesian search methods can all be used to optimize the hyperparameters of SVM, our research mainly focuses on gradient-based hyperparameter learning to minimize the generalization error of SVM.

The SVM generalization error is a function of the minimum sphere radius and the classification margin in the feature space [7]. When the feature mapping function (i.e., kernel function and hyperparameters) is given, the minimum sphere radius of the sample is fixed. Therefore, SVM can minimize the generalization error by maximizing the classification margin. However, the change in hyperparameters will cause the feature space to change, and the minimum sphere radius is no longer fixed. Therefore, the influence of the minimum sphere radius needs to be considered in hyperparameter learning. For example, Chapelle et al. [38] used the radius-margin (RM) bound as the generalization error estimation to guide SVM hyperparameter learning. At present, most SVM hyperparameter learning is based on RM or its improved algorithm [39]. However, the RM bound is derived from the Vapnik–Chervonenkis dimension, considering the worst case in the feature space. If there are outliers in the sample, it will affect the accuracy of the generalization error estimation [40].

The motivation of this work is to use the leave-one-out method to solve hyperparameter learning, probability estimation, and uncertainty measurement of a maximum margin classifier. Leave-one-out is an unbiased estimation of generalization error for the regression model, but it cannot be directly used for generalization error estimation for classification. Therefore, we convert the maximum margin classification problem into a piecewise linear regression task. Different from the RM methods, we propose a regression-based SVM (RBSVM) hyperparameter learning method. In the leave-one-out generalization error estimation, the loss function must be smooth to calculate its gradient. Therefore, the 0–1 step loss function in classification needs to be transformed into a smooth loss function. A common solution is to approximate the 0–1 step loss function with the sigmoid function $g(x) = (1 + \exp(-ax))^{-1}$ and then calculate its gradient, as in the span algorithm [38]. However, the choice of the constant $a$ is not trivial. If $a$ is too small, the error estimate is not accurate. If $a$ is too large, the error estimate is not smooth, and the samples far away from the discriminant hyperplane will lead to gradient disappearance.
The RBSVM algorithm we proposed is a completely different method, which performs generalization error estimation and hyperparameter learning from a regression perspective. We formulate the SVM classification task as a piecewise linear regression task, use the tanh function to approximate this regression function, and calculate the cross-entropy generalization error. Then the hyperparameter learning is performed according to the cross-entropy generalization error, instead of calculating the step loss of each sample. In addition, the value range of the tanh function is \([-1, +1]\), corresponding to the classification label \([-1, +1]\), which can be easily converted into classification probability to measure the uncertainty of the model.

In summary, the contributions of this article can be summarized as follows.

1) We convert the maximum margin classification problem into a regression task and propose a new hyperparameter optimization algorithm RBSVM. The cross-entropy generalization error is applied to SVM generalization error estimation and hyperparameter learning. Converting classification tasks into regression tasks provides a new solution to classification problems, and hyperparameter learning can be considered as its typical application.

2) To achieve an unbiased estimation of the generalization error using the leave-one-out method, we use the tanh function to approximate the piecewise linear function, which is equivalent to the maximum margin classifier, instead of using the sigmoid function to approximate the 0–1 step loss function of each sample. The approximation method aims to make the gradient of the tanh function at the classification boundary equal to the gradient of the piecewise linear function. The reason for choosing this approximation is because the boundary is crucial to the classification model.

3) We propose to use model entropy to measure the uncertainty of the classification model. The model entropy is based on the leave-one-out method, which considers the predicted probability and distribution of all the samples, not just the support vectors. Thus, it offers advantages over the classification margin, which is affected by the regular hyperparameters, does not consider the distribution of the samples, and thus cannot accurately describe the uncertainty of the model.

II. RELATED WORK

It is usually expected that a machine learning model (such as SVM) can select an optimal hyperparameter to minimize the actual prediction error. However, the actual prediction error is often not directly measured and can only be estimated indirectly by calculating the generalization error bound. Therefore, this section introduces the SVM hyperparameter learning method and generalization error estimation, such as leave-one-out error estimation (\(T_{\text{loo}}\)), span error estimation (\(T_{\text{span}}\)), and RM error estimation (\(T_{\text{RM}}\)) [38].

A. Support Vector Machine

For the given \(n\) training samples \(\{(x_1, y_1), \ldots, (x_n, y_n)\}\), where \(x\) and \(y\) are, respectively, the sample and its corresponding label, SVM maps \(x\) to a high-dimensional feature space through the mapping function \(\Phi\), and then finds the linear discriminant function with the largest classification margin in the feature space \(f(x)\) [7]

\[
f(x) = w^T \Phi(x) + b
\]

where \(w\) is the weight coefficient, and \(b\) is the bias term.

We mainly study the binary-classification task, namely, \(y_i \in \{-1, +1\}\). It is the basic problem of classification tasks, and multiclassification tasks can be converted into multiple binary-classification tasks [41]. In a binary-classification task, if the sample is linearly separable in the feature space, the parameters \(w\) and \(b\) of the linear discriminant function \(f(x)\) can be obtained by solving the following convex optimization problem [7]:

\[
\min_{w, b} \frac{1}{2} w^T w \\
\text{s.t. } y_i(w^T \Phi(x) + b) \geq 1 \forall i.
\]

To avoid the dimensionality catastrophe caused by feature mapping \(\Phi(x)\), the optimization problem (2) is usually not solved directly. Using the Lagrangian dual method, the above optimization problem is transformed into a dual problem to be solved. In duality, the vector inner product is calculated by the kernel function, that is, \(k(x_i, x_j) = \Phi(x_i)^T \Phi(x_j)\). The duality corresponding to the above original problem (2) is

\[
\max_a \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{s.t. } \sum_{i=1}^{n} \alpha_i y_i = 0, \quad \alpha_i \geq 0 \forall i
\]

where \(\alpha_i\) is a nonnegative dual variable, and \(k(., .)\) is a specific kernel function. In SVM, the kernel function and its hyperparameters are very important. The most commonly used kernel function is the Gaussian kernel \(k_{\text{Gau}}\), which is defined as follows:

\[
k_{\text{Gau}}(x_i, x_j) = \exp\left(-\frac{|x_i - x_j|^2}{2\sigma^2}\right), \quad \sigma \in R^+
\]

where \(\sigma\) is the hyperparameter of the kernel function. The Gaussian kernel function has good performance and is widely used in various fields.

If the sample is not linearly separable in the feature space, slack variables can be introduced to form a soft margin SVM. There are two types of penalty for slack variables: L1-norm and L2-norm. For example, the original problem corresponding to the L2-norm soft margin SVM is

\[
\min_{w, b} \frac{1}{2} w^T w + C \sum_{i=1}^{n} \xi_i^2 \\
\text{s.t. } y_i(w^T \Phi(x) + b) \geq 1 - \xi_i \forall i
\]

where \(C\) is the hyperparameter that penalizes the training error, and \(\xi_i\) is the slack variable [7]. The corresponding dual
problem is
\[
\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j (k(x_i, x_j) + \frac{1}{C})
\]

s.t. \(\sum_{i=1}^{n} \alpha_i y_i = 0, \quad \alpha_i \geq 0 \quad \forall i. \quad (6)
\]

From the comparative analysis of L2-norm soft margin SVM and hard margin SVM, it can be seen that the soft margin SVM algorithm with the L2-norm penalty is equivalent to the hard margin SVM with modified kernel matrix \(K\) [38]
\[
\tilde{K} = K + \frac{1}{C} I
\]

where \(K\) is the kernel matrix corresponding to the kernel function \(k(\cdot, \cdot), I\) is the identity matrix, and \(C\) is the penalty coefficient of the slack variables. Since the soft margin SVM can be converted to the hard margin SVM by (7), the derivation and calculation of the generalization error in this article mainly focus on the hard margin SVM.

B. RM Generalization Error Estimation

RM generalization error estimation is a very important error estimation method in SVM. It is derived from the Vapnik–Chervonenkis dimension by Vapnik [7]. RM generalization error upper bound \(T_{\text{vm}}\) is
\[
T_{\text{vm}} = \frac{1}{n} R^2 n M^2
\]

where \(M\) is the maximum classification margin, \(R\) is the minimum sphere radius that contains all the samples in the feature space, and \(n\) is the number of training samples. Later, Keerthi et al. [42] gave a more accurate estimation. There is a constant \(c\), for which the generalization error estimation bound of SVM \(T_{\text{svm}}\) holds with the probability of \(1 - \delta\)
\[
T_{\text{svm}} = \frac{m}{n} + \sqrt{\frac{c}{n} \left( \frac{R^2}{M^2} \log^2(n) + \log \left( \frac{1}{\delta} \right) \right)}
\]

where \(n\) is the number of samples in the training set, and \(m\) is the number of misclassified samples. If the distribution of the sample in the feature space is a flat ellipsoid, the corresponding sphere radius will be very large, which will affect the accurate estimation of the generalization error. To address this problem, it is usually necessary to normalize the sample to render a uniform spherical distribution in the feature space [38].

C. Leave-One-Out Generalization Error Estimate

The leave-one-out method is another generalization error estimation method, which is an extreme case of \(K\)-fold cross-validation. A test sample is selected from the training set, and the remaining \((n-1)\) samples are used to train the model. The model is then used to predict the test sample. Each sample is selected in turn as a test sample, and the remaining samples are used to train the model. The average prediction accuracy of \(n\) samples is used as an estimate of model generalization error, which is an almost unbiased estimate. The definition of estimated \(T_{\text{loo}}\) is as follows [38], [43], [44]:
\[
T_{\text{loo}} = \frac{1}{n} \sum_{i=1}^{n} E_i^{-1}(x_i, y_i) = \frac{1}{n} \sum_{i=1}^{n} \Psi(-y_i f_i(x_i))
\]

where \(E_i^{-1}(x_i, y_i)\) is the prediction error of \(x_i\) by the model trained after removing the sample \(x_i\), and \(f_i(x_i)\) is its prediction value. \(\Psi(x)\) is a nonsmooth step function, when \(x > 0\), \(\Psi(x) = 1\), otherwise \(\Psi(x) = 0\).

The leave-one-out method is a very important generalization error estimation. However, this method needs to build \(n\) models to predict the reserved single sample, which is very difficult in practice. Therefore, this method is usually used to analyze and derive other easy-to-calculate generalization error estimation bounds [38].

Upper and Winther [45] were inspired by the linear response theory. Assuming that the set of support vectors does not change after the \(i\) sample is removed, the following formula holds:
\[
y_i (f^0(x_i) - f^i(x_i)) = \frac{\alpha_i}{(K^{-1}_{\text{SV}})_{ii}}
\]

where \(f^0\) is the model obtained by training all the samples, and \(K_{\text{SV}}\) is the support vector kernel matrix. Therefore, the corresponding leave-one-out generalization error estimation bound is
\[
T_{\text{loo}} \leq \frac{1}{n} \sum_{i=1}^{n} \Psi \left( \frac{\alpha_i}{(K^{-1}_{\text{SV}})_{ii}} - 1 \right).
\]

Later, Chapelle et al. [38] considered the change in the support vector set caused by removing a single sample and smoothed the generalization error estimation. Furthermore, they proposed the span error estimation and gave a geometric explanation for it.

D. Span Generalization Error Estimation

Span generalization error estimation bound is derived by Chapelle et al. [38] based on the support vector span. The span value \(S_{\text{span}}^2\) of the support vector \(x_i\) is defined as the distance between the sample \(x_i\) and the set \(\Lambda_i\) in the feature space. The definition of the set \(\Lambda_i\) is
\[
\Lambda_i = \left\{ \sum_{j \neq i, \alpha_i \geq 0} \lambda_j \Phi(x_j), \sum_{j \neq i} \lambda_j = 1 \right\}
\]

where \(\alpha_j\) is the dual variable corresponding to the sample \(x_j\). Correspondingly, the estimation bound of span generalization error is [38]
\[
T_{\text{span}} = \frac{1}{n} \sum_{i=1}^{n} \Psi(\alpha_i S_{\text{span}}^2 - 1)
\]

where \(S_i\) is the span value of the sample \(x_i\), and \(\Psi\) is the step loss function.

Span is a generalization error estimate that is very close to the leave-one-out method, but the estimate is not continuous [38]. There are two main reasons for this. One is that the \(\Psi\) function is a discontinuous step function and needs to be...
approximated by a smooth function. The second is that the change in the support vector set will cause the noncontinuous change in \( \Lambda_t \). One solution is to penalize the change in \( \Lambda_t \) to make it as smooth as possible.

### III. Regression-Based SVM

Since the classification label \( y_t \in \{-1, +1\} \) is a noncontinuous discrete value, its generalization error estimate is usually also discontinuous. To use the gradient-based hyperparameter learning method, the generalization error estimate needs to be smoothed. The common method is to use the sigmoid function to approximate the 0–1 step loss function.

Different from these existing algorithms, we perform SVM hyperparameter learning from the perspective of regression and propose an RBSVM hyperparameter learning algorithm RBSVM. RBSVM converts the SVM into a piecewise linear regression problem, and then performs hyperparameter learning without artificially setting the approximate function parameters.

#### A. Regression Equivalent to SVM and Approximation

Nonlinear separable L2-SVM can be converted into linear separable L2-SVM by modifying the kernel matrix. That is, through Formulation (7), the soft margin SVM can be converted into hard margin SVM, so the regression equivalent analysis of SVM only focuses on hard margin SVM classification. L2-SVM can be equivalently converted into a piecewise linear regression. The analysis and proof are as follows.

**Theorem 1:** The L2 regularization SVM classification can be equivalently transformed into a piecewise linear least-square regression with L2 regularization.

That is, the L2-SVM classification algorithm

\[
\min_{w,b} \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{N} \xi_i^2 \\
\text{s.t. } y_i(w^T \Phi(x) + b) \geq 1 - \xi_i \quad \forall i
\]

(15)

can be equivalently converted into least-square regression

\[
\min_{w,b} \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{N} (y_i - f_i(w^T \Phi(x) + b))^2
\]

(16)

where \( C \) is the penalty coefficient of the training error, and \( f_i(\cdot) \) is the piecewise linear function

\[
f_i(t) = \begin{cases} 
+1, & \text{if } t > 1 \\
t, & \text{if } -1 \leq t \leq 1 \\
-1, & \text{if } t < -1.
\end{cases}
\]

(17)

**Proof:** The theorem can be proved separately according to the value of \( w^T \Phi(x_i) + b \).

For non-support vectors, they are all outside the positive or negative boundary. When \( w^T \Phi(x_i) + b > 1 \), we know that \( f_i(w^T \Phi(x_i) + b) = 1 \). In this case, the label is \( y_i = 1 \), and it can be seen that \( y_i - f_i(w^T \Phi(x) + b) = 0 \). That is, the square of the loss in the regression is zero, which is equivalent to the case of \( \xi_i = 0 \) in L2-SVM.

When \( w^T \Phi(x_i) + b < -1 \), there is \( f_i(w^T \Phi(x_i) + b) = -1 \). At this time, the label is \( y_i = -1 \), and the squared loss in the regression is also zero, which is also equivalent to the case of \( \xi_i = 0 \) in L2-SVM.

For support vectors, these samples are located within or on the classification boundary. Therefore, when \(-1 < w^T \Phi(x_i) + b < 1\), the squared loss in the regression is \( (w^T \Phi(x_i) + b - y_i)^2 \), which is equivalent to \( (y_i(w^T \Phi(x_i) + b) - 1)^2 \) in L2-SVM. That is the case of \( \xi_i \neq 0 \) in L2-SVM.

The regular term in piecewise linear regression corresponds to the classification margin in L2-SVM. Based on the above discussion, it can be obtained that the L2-SVM classification is equivalent to the regularized least-squares piecewise linear regression. The proof is complete.

This theorem provides a new perspective for maximum margin classification. The generalization error estimation and uncertainty measurement of the classification task can be analyzed from the perspective of regression. That is, the non-support vectors in L2-SVM correspond to samples with zero squared loss in piecewise linear regression, and the support vectors correspond to samples with nonzero squared loss in regression. It should be clarified that L2-SVM is equivalent to piecewise linear regression without losing the excellent sparsity properties of SVM. This is because the purpose of converting L2-SVM into regression is to calculate an unbiased estimate for the generalization error using the leave-one-out method. Then, the learning of hyperparameters is implemented based on this generalization error estimation, whereas the training of the model still uses the L2-SVM. In other words, the RBSVM algorithm is for hyperparameter learning rather than parameter learning. Therefore, after obtaining the optimal hyperparameters, the L2-SVM model with the hyperparameters can still maintain its sparsity property. The equivalent regression of L2-SVM can be more intuitively understood from Fig. 1, where the value of the label \( y \) is plus or minus 1, and the classification margin \( d \) is equal to the regularization of piecewise linear regression.

Although the maximum margin classification can be equivalent to a piecewise linear regression, the piecewise linear function is not differentiable at the inflection point, and its gradient cannot be directly calculated for parameter learning. Therefore, we use the smooth tanh function to approximate the
piecewise linear function. In this way, on one hand, it is convenient to calculate the gradient to optimize the generalization error. On the other hand, the sample classification probability can be obtained according to the tanh function so that the uncertainty of the model is measured (i.e., the model entropy proposed later in this section). The approximation method is to make the gradient of the tanh function at the discriminant intersection (that is, \( y = 0 \)) equal to the gradient of the piecewise linear function at this point. The tanh function is

\[
\tanh(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}.
\]

Its derivative is \( \nabla_z \tanh(z) = 1 - y^2 \), where \( y \) is the corresponding function value. When the independent variable \( z \) is \( w^T x + b \), the gradients of the tanh function to \( w, b \) are

\[
\nabla_w \tanh(w^T x + b) = (1 - y^2)x \\
\nabla_b \tanh(w^T x + b) = (1 - y^2).
\]

In the feature space, the function value of SVM at the interface is 0 (i.e., \( y = 0 \)), the derivative with respect to \( w \) is \( x \), and the derivative with respect to \( b \) is 1. Therefore, the tanh function approximated to the piecewise function is

\[
g(w, b) = \tanh(w^T x + b)
\]

where the values of \( w \) and \( b \) are the coefficients and bias terms of the SVM, respectively. For example, the tanh function similar to the SVM in Fig. 1 is \( g(w, b) = \tanh(0.5x) \), as shown in Fig. 2.

The purpose of using regression to approximate SVM is for hyperparameter learning and uncertainty analysis. On one hand, tanh is a smooth function that facilitates the calculation of the leave-one-out generalization errors and their gradients. The leave-one-out method provides an unbiased estimation of the generalization error, which can accurately reflect the generalization performance of the model [38], [46]. On the other hand, the range of the tanh function is \([-1, +1]\), which can be mapped to the \([0, 1]\) interval to represent the probability of classification. This makes it easier to analyze model uncertainty.

### B. Generalization Error Estimation of RBSVM

The hyperparameter learning of RBSVM that we propose is different from the traditional hyperparameter learning based on the leave-one-out method. The leave-one-out hyperparameter learning method uses leave-one-out to estimate the generalization error after solving L2-SVM. Then, the sigmoid function is used to approximate the 0–1 loss function to make the estimation smooth, and the generalization error gradient is used to guide hyperparameter learning. The RBSVM algorithm is different. After obtaining the L2-SVM optimal solution, RBSVM converts the SVM model into a regression task equivalently and approximates it with the tanh function. Then, the gradient of the cross-entropy loss function is used to guide hyperparameter learning. The generalization error estimation process of RBSVM is shown in Fig. 3.

It should be noted that after SVM classification is converted into a regression task, the corresponding 0–1 loss is converted into a cross-entropy loss, so there is no need to approximate the 0–1 step loss function. The cross-entropy loss is directly used to guide the learning of hyperparameters and the analysis of model uncertainty. That is, traditional L2-SVM classification uses hinge loss, so model analysis and hyperparameter learning need to use 0–1 discontinuous loss function. However, RBSVM uses regression function to approximate SVM, and model analysis and hyperparameter learning are processed by the cross-entropy loss.

When the nonsupport vector (that is, \( \alpha = 0 \)) is removed from the training set, it does not affect the optimal solution. In other words, after the nonsupport vector is removed, it can still be correctly predicted. Therefore, the estimation of generalization error only needs to consider the support vector.

For hard margin L2-SVM, all the support vector points (i.e., \( \alpha_i \neq 0 \)) are on the boundary. According to the KKT dual complementarity condition

\[
\alpha_i (y_i (w^T x_i + b) - 1 + \xi_i) = 0
\]

we can obtain

\[
y_i (w^T x_i + b) - 1 + \xi_i = 0
\]

that is,

\[
w^T x_i + b + y_i \xi_i = y_i.
\]

In addition, the following equations can be obtained according to the KKT conditions:

\[
w = \sum_{j=1}^{N} y_j \alpha_j k(., x_j), \quad \xi_i = \frac{1}{C} \alpha_i, \quad \sum_{j=1}^{N} y_j \alpha_i = 0.
\]

Therefore, the KKT condition can be equivalent to the solution of the following linear equation:

\[
\begin{bmatrix}
H & 1 \\
1^T & 0
\end{bmatrix}
\begin{bmatrix}
\alpha_f \\
b
\end{bmatrix}
= \begin{bmatrix}
y \\
0
\end{bmatrix}
\]

where \( H = K + (1/C)I \), and \( (\alpha_f) = \alpha_i * y_i \).

In leave-one-out, removing nonsupport vectors does not affect the optimal solution, but removing support vectors will affect the optimal solution. Therefore, the analysis of the leave-one-out mainly focuses on the removal of support vectors. For the convenience of presentation, assume that \( x_1 \) is the removed support vector, and \( \alpha^{-1} \) and \( b^{-1} \) represent the optimal solution of SVM after removing the support vector \( x_1 \). To analyze the effect of removing the support vector on the prediction, the following matrix decomposition can be performed [43]:

\[
\begin{bmatrix}
H & 1 \\
1^T & 0
\end{bmatrix}
= \begin{bmatrix}
m_{11} & m^T \\
m_1 & M_1
\end{bmatrix} = M
\]
where \( m_1 \) is the element \( H_{11} \), and \( M \) is the block matrix after removing \( x_1 \). Therefore, the optimal solution after removing \( x_1 \) is

\[
\begin{bmatrix}
\alpha^{-1}
\end{bmatrix}
\begin{bmatrix}
b^{-1}
\end{bmatrix}
= M^{-1}_1 \begin{bmatrix} y_2, \ldots, y_m, 0 \end{bmatrix}^T. \tag{24}
\]

Therefore, the prediction for the removed sample \( x_1 \) is

\[
\hat{y}_1^{-1} = m_1^T \begin{bmatrix} \alpha^{-1} & b^{-1} \end{bmatrix}^T
= m_1^T M^{-1}_1 \alpha_1 + m_1^T \begin{bmatrix} \alpha_2, \ldots, \alpha_n, b \end{bmatrix}^T. \tag{25}
\]

On the other hand, according to the KKT optimal condition (23), there are \( y_1 = m_1^T \alpha_1 + m_1^T \begin{bmatrix} \alpha_2, \ldots, \alpha_n, b \end{bmatrix}^T \). Combining the above Formulation (25), a relationship can be established for \( \hat{y}_1^{-1} \) and \( y_1 \)

\[
\hat{y}_1^{-1} = y_1 - \alpha_1(m_1 - m_1^T M^{-1}_1 m_1) = y_1 - \frac{\alpha_1}{(H^{-1})_{11}} \tag{26}
\]

where the last equation is the Woodbury formula \((H^{-1})_{11} = m_1 - m_1^T M^{-1}_1 m_1 \) [43]. In the derivation process, since the formula is not sensitive to the sequence number of the sample, the sample sequence can be perturbed to get the same result. Therefore, the superscript 1 can be replaced with \( i \), and the following formula can be obtained [43]:

\[
\hat{y}_i^{-1} = y_i \left( 1 - \frac{\alpha_i}{(H^{-1})_{ii}} \right). \tag{27}
\]

In Formulation (27), the leave-one-out prediction value \( \hat{y}_i^{-1} \) is discontinuous, and the generalization error estimation based on this is also discontinuous [38]. To calculate its gradient to guide hyperparameter learning, it needs to be converted into a continuous estimation. RBSVM approximates its predicted value to tanh regression output, and then calculates its leave-one-out generalization error estimation by cross-entropy. The approximate tanh output of SVM \( \tilde{y}_i^{-1} \) is

\[
\tilde{y}_i^{-1} = \tanh(\hat{y}_i^{-1}) \tag{28}
\]

where \( \hat{y}_i^{-1} \) and \( \tilde{y}_i^{-1} \) have the same gradient at the discrimination interface.

RBSVM learns the hyperparameters of the model so that the output of the leave-one-out method approaches the binomial distribution of the real data as much as possible. This method is similar to but different from maximum likelihood estimation. The difference between RBSVM and maximum likelihood estimation is that maximum likelihood estimation is based on the training set for parameter learning, while RBSVM uses leave-one-out prediction for model hyperparameter learning instead of parameter learning.

The range of tanh function is \([-1, 1]\), which can be converted into probability by scaling. Similarly, the sample label value can also be scaled to the binomial distribution, and then the cross-entropy loss can be calculated. The leave-one-out cross-entropy loss is

\[
L(y_i, \tilde{y}_i^{-1}) = \left( \frac{1 + y_i}{2} \log \left( \frac{1 + \tilde{y}_i^{-1}}{2} \right) + \frac{1 - y_i}{2} \log \left( \frac{1 - \tilde{y}_i^{-1}}{2} \right) \right)
= -(y_i \tilde{y}_i^{-1} + \log(\exp(\tilde{y}_i^{-1}) + \exp(-\tilde{y}_i^{-1}))
= -(1 + y_i)\tilde{y}_i^{-1} + \log(1 + \exp(2\tilde{y}_i^{-1})) \tag{29}
\]

where \( y_i \) is the sample label, \( \tilde{y}_i^{-1} \) is the leave-one-out output of SVM, and \( \tilde{y}_i^{-1} \) is the leave-one-out prediction of RBSVM.

\[
\tilde{y}_i^{-1} = \tanh(\hat{y}_i^{-1}) = \tanh(y_i - \frac{\alpha_i y_i}{(H^{-1})_{ii}}) \tag{30}
\]

RBSVM performs hyperparameter learning by minimizing the leave-one-out cross-entropy, so it is necessary to calculate the gradient of the cross-entropy with respect to the hyperparameters. The gradient of the cross-entropy loss function \( L(y_i, \tilde{y}_i^{-1}) \) with respect to the hyperparameters is as follows:

\[
\nabla_{\theta} L(y_i, \tilde{y}_i^{-1})
= -\nabla_{\theta} \left( \frac{1 + y_i}{2} \log \left( \frac{1 + \tilde{y}_i^{-1}}{2} \right) + \frac{1 - y_i}{2} \log \left( \frac{1 - \tilde{y}_i^{-1}}{2} \right) \right)
= \nabla_{\theta}(-y_i \tilde{y}_i^{-1} + \log(\exp(\tilde{y}_i^{-1}) + \exp(-\tilde{y}_i^{-1})))
= -y_i \nabla_{\theta} \tilde{y}_i^{-1} + \tanh(\hat{y}_i^{-1}) \nabla_{\theta} \hat{y}_i^{-1}
= (\hat{y}_i^{-1} - y_i) \nabla_{\theta} \hat{y}_i^{-1} \tag{31}
\]
and the gradient of the RBSVM output $\hat{y}_i^\tau$ with respect to the hyperparameters is
\[
\nabla_\theta \hat{y}_i^\tau = (1 - (\hat{y}_i^\tau)^2) \nabla_\theta \hat{y}_i^\tau. \tag{32}
\]

Then, the objective function of leave-one-out cross-entropy $J(\theta)$ is
\[
J(\theta) = \sum_{i=1}^{m} L(y_i, \hat{y}_i^\tau) = -\sum_{i=1}^{m} (1 + y_i) \hat{y}_i^\tau - \log(1 + \exp(2 \hat{y}_i^\tau)) \tag{33}
\]
where $\theta$ is its hyperparameter (such as $\theta = \{\sigma, C\}$ for the Gaussian kernel), and $m$ is the number of samples. The corresponding gradient formulation with respect to its hyperparameters is
\[
\nabla_\theta J(\theta) = \sum_{i=1}^{m} \nabla_\theta L(y_i, \hat{y}_i^\tau) = \sum_{i=1}^{m} (\hat{y}_i^\tau - y_i) \nabla_\theta \hat{y}_i^\tau \tag{34}
\]
where $(\hat{y}_i^\tau - y_i) \nabla_\theta \hat{y}_i^\tau$ is the partial derivative of the cross-entropy loss function Formula (29), $\hat{y}_i^\tau$ is the leave-one-out prediction of RBSVM, and $y_i$ is the label of sample $i$. $\nabla_\theta \hat{y}_i^\tau$ is the partial derivative of the leave-one-out prediction with respect to the hyperparameter $\theta$, calculated as follows:
\[
\nabla \hat{y}_i^\tau = -y_i \left( \frac{\nabla a_i}{H_i^{11}} + a_i \frac{\nabla H_i^{11}}{H_i^{11}} \right) = -y_i \left( -H_i^{11} \nabla H_i a_i + a_i - H_i^{11} \nabla H_i H_i^{11} \right) = y_i a_i \nabla H_i \left( 1 + \frac{1}{H_i^{11}} \right) \tag{35}
\]
where $\nabla a_i = -H_i^{11} \nabla H_i a_i$, and $\nabla H_i^{11} = -H_i^{11} \nabla H_i H_i^{11}$ [43]. $H_i^{11}$ is the element $ii$ of $H^{-1}$, and $\nabla H_i$ is the partial derivative of matrix $H$ to the parameter $\theta$.

Substituting Formula (35) into Formula (34), we can get
\[
\nabla J(\theta) = \sum_{i=1}^{m} (\hat{y}_i^\tau - y_i) \nabla_\theta \hat{y}_i^\tau = \sum_{i=1}^{m} a_i y_i (\hat{y}_i^\tau - y_i) \nabla H_i \left( 1 + \frac{1}{H_i^{11}} \right). \tag{36}
\]

In Formula (36), $\nabla H_i$ depends on the specific kernel function. For example, in the Gaussian kernel function, the hyperparameter $\theta$ is $\{\sigma, C\}$. The gradients of the extended kernel matrix $H$ to $\sigma$ and $C$ are
\[
\nabla_\sigma H_{ij} = \exp \left(-\frac{|x_i - x_j|^2}{2\sigma^2}\right) \left( \frac{1}{4} |x_i - x_j|^2 \sigma^{-3} \right) = K_{ij} \left( \frac{1}{4} |x_i - x_j|^2 \sigma^{-3} \right) \tag{37}
\]
where $K$ is the kernel matrix. To ensure that the hyperparameters $C$ and $\sigma$ are nonnegative, let $C = \exp(\hat{C})$ and $\sigma = \exp(\hat{\sigma})$.

Therefore, the gradient of $H$ with respect to $\hat{C}$ and $\hat{\sigma}$ is
\[
\nabla_\hat{\sigma} H_{ij} = K_{ij} \left( \frac{|x_i - x_j|^2}{2 \exp(\hat{\sigma})} \right) = -2K_{ij} \log(K_{ij}) \tag{38}
\]
\[
\nabla_\hat{C} H_{ij} = -\exp(-\hat{C}).
\]

C. RBSVM Algorithm

RBSVM is a kind of hyperparameter learning algorithm based on generalization error gradient. The leave-one-out cross-entropy generalization error is used to guide hyperparameter learning. The pseudocode of RBSVM is summarized in Algorithm 1.

**Algorithm 1 RBSVM**

- **Input:** Training set $\{(x_1, y_1), \ldots, (x_n, y_n)\}$.
- **Output:** Optimal SVM hyperparameters $\{\sigma, C\}$, and SVM parameters $\{a, b\}$.

**Iteration:**
1. Initialize $\{\sigma, C\}$, for example $\sigma = 1, C = 0$.
2. Obtain the optimal solution of L2-SVM with fixed hyperparameters $\{\sigma, C\}$.
3. Compute $\hat{y}_i^\tau$ and cross-entropy loss according to (27) and (29).
4. Compute the gradient of cross-entropy with hyperparameter $\{\sigma, C\}$ according to (36) and (37).
5. Update the hyperparameter $\{\sigma, C\}$ to minimize cross-entropy with the gradient descent algorithm.
6. Go back to step 2 or stop when the minimum is reached.

In Algorithm 1, RBSVM can be solved by the fastest gradient descent or conjugate gradient descent method, such as Polack–Ribiere conjugate gradient method [47]. Due to its simplicity and low memory requirements, the conjugate gradient method is one of the most commonly used methods to solve smooth unconstrained optimization problems, among which Polack–Ribiere method is considered to be very effective.

D. Uncertainty Analysis and Model Entropy of RBSVM

Uncertainty can be divided into two major types: epistemic uncertainty and aleatoric uncertainty [48]. Epistemic uncertainty, also known as model uncertainty, is usually the result of a lack of sufficient data. Aleatoric uncertainty comes from the data and is caused by the noise of the data. Therefore, even if more data are obtained, the aleatoric uncertainty does not decrease. For the classification task, Zhu and Wu [16] conducted a systematic evaluation of the impact of noise and summarized some interesting observations. These observations can help researchers design various noise handling mechanisms to improve data quality. They categorized noise into class noise and attribute noise and analyzed their properties and effects separately. For class noise, directly removing samples containing class noise can generally improve the classification accuracy. However, it may not be the best
approach to directly remove samples that contain attribute noise, because the remaining attributes in these samples may contain valuable information. The noise on different attributes has a different impact on model performance. The higher the correlation between an attribute and a class, the greater the negative impact of its noise. Therefore, noise processing mechanisms need to focus more on noise-sensitive attributes rather than treating them equally [16].

This section mainly discusses the uncertainty of SVM and proposes model entropy to describe the uncertainty of the classification model. Although the classification margin of SVM reflects the structural error, the range of the margin exceeds the range of [0, 1] and is related to the penalty coefficient $C$, which does not directly reflect the uncertainty of the model. Therefore, we propose the concept of model entropy to measure the uncertainty of the classification model. The model entropy is based on the average entropy of the leave-one-out method. The distribution of training data is used to approximate the overall distribution to solve the problem that the classification margin cannot reflect the sample distribution.

The objective of RBSVM is to minimize the cross-entropy loss between the leave-one-out prediction and the sample label. The minimization of cross-entropy loss is equivalent to the minimization of KL divergence, that is, the prediction of RBSVM is used to approximate the true distribution of the sample. Therefore, the product of the output of RBSVM and the sample label are scaled to [0, 1] to form the probability of $\hat{y} = y$. By calculating the prediction probability of each sample, the model entropy is formed to measure the uncertainty of the model. Its definition is given as follows.

**Definition 1 (Model Entropy):** Model entropy is used to measure the uncertainty of the model in prediction, and its value range is [0, 1]. The larger the value, the greater the uncertainty of model prediction. It is defined as

$$E_M = -\frac{1}{n} \sum_{i=1}^{n} [P_{y_i} \log(P_{y_i}) + (1 - P_{y_i}) \log(1 - P_{y_i})]$$ (39)

where $P_{y_i}$ represents the probability that the prediction of the $i$ sample is correct. For samples with incorrect predictions, the probability value is fixed at $P_{y_i} = 0.5$, and the entropy reaches the maximum value. If the sample prediction is correct, then

$$P_{y_i} = \begin{cases} (1 + \tilde{y}_i)/2, & \text{if } y_i = +1 \\ (1 - \tilde{y}_i)/2, & \text{if } y_i = -1. \end{cases}$$ (40)

The model entropy is different from the classification margin of SVM. The difference is mainly manifested in two aspects: First, the margin of SVM only considers support vectors and does not consider the distribution of nonsupport vectors. Second, choosing different regular hyperparameters will result in different margin, and it is difficult to balance the impact of training errors and the margin on model uncertainty. The model entropy is based on the prediction of the leave-one-out method, not the training error. Therefore, it can better reflect the actual predictive performance of the model.

Although the classification margin and model entropy are different, there is a close relationship between them. Generally, the larger the classification margin, the closer the predicted value $\hat{y}$ is to the sample label $y$, and the smaller the model entropy.

### IV. Experiments

We analyze and verify the performance of RBSVM from the aspects of hyperparameter learning and model uncertainty. The baseline algorithms include grid search, Bayesian, RM, and span hyperparameter learning.

#### A. Experimental Datasets and Experimental Settings

The RBSVM algorithm proposed in this article is tested on 16 datasets. The datasets come from the UCI dataset [49] and LibSVM [50]. Table I lists the detailed information of all the experimental datasets used in our experiments. For multiclassification data, we used a one-versus-all method to convert it into binary-classification data. Theory and experiments show that the one-versus-all strategy is very simple and powerful, and its results are often at least as accurate as other methods [41], [51], [52]. For multiclassification data with $N$ classes, the one-versus-all scheme trains $N$ binary classifiers, and each classifier takes one of the class samples as positive and the remaining samples as negative classes. In our experiments, monks data had three class labels {1, 2, 3}. We take one of the classes as positive and the remaining two classes as negative. For example, when the {1} class of monks is positive, the remaining two classes {2, 3} are treated as negative, which is denoted by monks-1. The three-classification monks data are correspondingly decomposed into three two-classification data, represented as monks-1, monks-2, and monks-3, and then three binary classifiers are trained. The same one-versus-all method is applied to another multiclassification dataset balance.

The comparative experiments all use the radial basis kernel function (RBF). The RBF kernel function, also known as the Gaussian kernel function, is one of the most commonly used methods and has many excellent properties. The hyperparameter of RBF is the width parameter $\sigma$, which controls the radial range of the function. Another hyperparameter included in the experiments is the regularization coefficient $C$. The platform used for performing experiments is Dell Precision 7710.

In the experiment, the grid search uses the tenfold cross-validation method to find the optimal hyperparameters.
To find the right hyperparameters, we create a model for each combination of hyperparameters. The search range for hyperparameters \( \log(\sigma) \) and \( \log(C) \) is \([-8, +8] \) with a step size of 1. Therefore, there are a total of 256 hyperparameter combinations, and 256 models are trained and evaluated accordingly. Random search uses a random method for hyperparameter learning. We focus on the random search, that is, independent draws from a uniform density from the configuration space \([-8, +8] \) with a step size of 1, and 256 models are trained and evaluated accordingly.

The choice of the hyperparameter learning algorithm has great influence on the performance of the model. In the experiment, the grid search and random search used the algorithm in the scikit-learn library [54]. The hyperparameter learning algorithm used in RBSVM, RM, and span is a conjugate gradient descent algorithm implemented by Rasmussen and Nickisch [47], which uses Polack–Ribiére conjugate gradient as the search direction.

### B. Hyperparameter Learning and Comparative Analysis

The experiment uses the RBF kernel function, and there are two hyperparameters. One of them is the bandwidth hyperparameter \( \sigma \) in the RBF kernel function, and the other hyperparameter is the regularization penalty coefficient \( C \). The hyperparameters learned by different algorithms on different datasets are shown in Table II.

It can be seen from Table II that the hyperparameters of different algorithms are quite different, even though sometimes the accuracy of the algorithms is very close. The main reason is that the strategies of different learning algorithms are quite different.

From the perspective of prediction accuracy, the nonmodel hyperparameter learning algorithms (grid search, random search, and Bayesian search) perform similarly, and the Bayesian algorithm offers the highest accuracy. Grid search and random search are almost the same. This is mainly because the redundancy of the hyperparameters \( \sigma \) and \( C \) is relatively small, and the advantages of the random search method are not significant. It can also be seen that the performance of the traditional grid search hyperparameter selection algorithm is stable.

Compared with nonmodel methods, hyperparameter learning algorithms based on model gradient (RBSVM, SpanSVRM, and RMSVM) have better prediction performance. The main reason is that gradient-based algorithms can make full use of model information. In addition, another reason for the low accuracy of grid search is that the granularity and search range of grid search are limited.

It can be seen from Table III that among the hyperparameter learning algorithms, the RBSVM algorithm has the highest accuracy because it estimates the model generalization error more accurately. The span algorithm is better than the RM algorithm. The main reason is that the generalization error estimation of span is more accurate than that of RM. This is consistent with the findings in [38].

To further analyze the difference in prediction accuracy between the models, we use the paired-sample Wilcoxon signed-rank test to perform the statistical significance test. This method is a nonparametric test with no assumptions about the distribution of the sample. The paired-sample Wilcoxon signed-rank test is used to infer whether there is a difference in the median of the distribution of two populations from which the paired samples are drawn. The null hypothesis for this
TABLE III
Comparison and Analysis of Prediction Accuracy Between RBSVM and Other Algorithms. In the Table, the Accuracy Is the Average Value of Tenfold Cross-Validation, the Standard Deviation Is in Parentheses, and the Boldface Is the Optimal Value

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RBSVM(%)</th>
<th>Span SVM(%)</th>
<th>RMSVM(%)</th>
<th>GridSearch(%)</th>
<th>RandomSearch(%)</th>
<th>BayesSearch(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. breast-cancer</td>
<td>75.51(0.70)</td>
<td>74.45(0.60)</td>
<td>74.11(0.66)</td>
<td>70.30(1.40)</td>
<td>70.30(1.40)</td>
<td>70.30(1.75)</td>
</tr>
<tr>
<td>2. spect-heart</td>
<td>84.26(0.18)</td>
<td>83.87(0.96)</td>
<td>83.86(1.22)</td>
<td>79.40(0.17)</td>
<td>79.40(0.17)</td>
<td>79.41(0.42)</td>
</tr>
<tr>
<td>3. hepatitis</td>
<td>89.08(0.89)</td>
<td>89.08(0.89)</td>
<td>89.08(0.89)</td>
<td>88.40(0.26)</td>
<td>87.80(0.66)</td>
<td>87.79(0.57)</td>
</tr>
<tr>
<td>4. diabets</td>
<td>77.60(0.18)</td>
<td>77.59(0.17)</td>
<td>77.59(0.17)</td>
<td>75.60(0.90)</td>
<td>75.60(0.90)</td>
<td>75.63(0.03)</td>
</tr>
<tr>
<td>5. thyroid</td>
<td>98.12(0.06)</td>
<td>95.82(0.11)</td>
<td>96.30(0.18)</td>
<td>94.50(5.70)</td>
<td>94.50(5.7)</td>
<td>94.50(5.71)</td>
</tr>
<tr>
<td>6. monks-1</td>
<td>99.78(0.01)</td>
<td>90.53(0.02)</td>
<td>83.32(0.30)</td>
<td>77.50(17.10)</td>
<td>77.00(17.10)</td>
<td>78.20(17.68)</td>
</tr>
<tr>
<td>7. monks-2</td>
<td>97.21(0.19)</td>
<td>96.75(0.18)</td>
<td>95.95(0.16)</td>
<td>75.90(12.60)</td>
<td>74.10(10.70)</td>
<td>77.64(16.62)</td>
</tr>
<tr>
<td>8. monks-3</td>
<td>100.00(0.00)</td>
<td>100.00(0.00)</td>
<td>100.00(0.00)</td>
<td>100.00(0.00)</td>
<td>97.20(0.43)</td>
<td>98.60(0.18)</td>
</tr>
<tr>
<td>9. tic-tac-toe</td>
<td>100.00(0.00)</td>
<td>99.16(0.01)</td>
<td>98.43(0.01)</td>
<td>96.30(0.38)</td>
<td>97.90(0.50)</td>
<td>97.80(0.99)</td>
</tr>
<tr>
<td>10. adult</td>
<td>88.67(0.09)</td>
<td>88.70(0.06)</td>
<td>83.40(0.13)</td>
<td>82.90(0.16)</td>
<td>82.90(0.12)</td>
<td>82.85(0.13)</td>
</tr>
<tr>
<td>11. crx</td>
<td>86.67(0.19)</td>
<td>86.67(0.19)</td>
<td>86.67(0.19)</td>
<td>85.10(15.50)</td>
<td>84.20(17.20)</td>
<td>84.92(17.23)</td>
</tr>
<tr>
<td>12. cmc</td>
<td>77.80(0.10)</td>
<td>77.60(0.10)</td>
<td>77.60(0.10)</td>
<td>72.00(3.50)</td>
<td>72.00(3.50)</td>
<td>78.60(3.64)</td>
</tr>
<tr>
<td>13. twonorm</td>
<td>98.40(0.03)</td>
<td>98.30(0.04)</td>
<td>98.40(0.03)</td>
<td>97.90(1.30)</td>
<td>97.90(1.30)</td>
<td>98.70(0.12)</td>
</tr>
<tr>
<td>14. balance-1</td>
<td>99.68(0.01)</td>
<td>99.20(0.01)</td>
<td>99.03(0.02)</td>
<td>96.80(3.80)</td>
<td>97.90(3.70)</td>
<td>97.60(2.90)</td>
</tr>
<tr>
<td>15. balance-2</td>
<td>94.06(0.17)</td>
<td>92.61(0.32)</td>
<td>92.15(0.19)</td>
<td>93.90(1.40)</td>
<td>92.50(1.40)</td>
<td>92.25(2.74)</td>
</tr>
<tr>
<td>16. balance-3</td>
<td>99.52(0.01)</td>
<td>99.04(0.01)</td>
<td>99.04(0.01)</td>
<td>98.90(1.80)</td>
<td>99.00(1.60)</td>
<td>98.71(1.88)</td>
</tr>
<tr>
<td>17. german</td>
<td>76.40(0.15)</td>
<td>76.00(0.19)</td>
<td>76.00(0.19)</td>
<td>73.30(12.10)</td>
<td>73.40(10.30)</td>
<td>73.30(12.85)</td>
</tr>
<tr>
<td>18. australian</td>
<td>87.54(0.08)</td>
<td>87.39(0.11)</td>
<td>87.39(0.11)</td>
<td>87.10(0.50)</td>
<td>87.10(0.52)</td>
<td>87.11(0.24)</td>
</tr>
<tr>
<td>19. icv</td>
<td>97.77(0.02)</td>
<td>97.37(0.04)</td>
<td>96.27(0.05)</td>
<td>95.80(0.02)</td>
<td>95.60(0.24)</td>
<td>95.50(0.25)</td>
</tr>
<tr>
<td>20. skin-nonskin</td>
<td>99.82(0.01)</td>
<td>99.70(0.01)</td>
<td>99.52(0.02)</td>
<td>99.60(0.05)</td>
<td>99.50(0.08)</td>
<td>99.60(0.06)</td>
</tr>
<tr>
<td>average</td>
<td>91.39(0.15)</td>
<td>90.49(0.19)</td>
<td>89.69(0.23)</td>
<td>87.06(4.36)</td>
<td>86.78(3.32)</td>
<td>87.41(4.82)</td>
</tr>
</tbody>
</table>

TABLE IV
Paired-Sample Wilcoxon Signed-Rank Test for the Prediction Accuracy of RBSVM When Compared With Other Algorithms, and the Significance Level Is $\alpha = 0.05$. The Test Results Show That the Prediction Accuracy of the RBSVM Algorithm Is Significantly Higher Than That of Other Learning Algorithms

<table>
<thead>
<tr>
<th>Paired algorithm</th>
<th>Rank+</th>
<th>Rank−</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBSVM-Span SVM</td>
<td>131</td>
<td>2</td>
<td>-3.526</td>
<td>0.0002</td>
</tr>
<tr>
<td>RBSVM-RMSVM</td>
<td>136</td>
<td>0</td>
<td>-3.517</td>
<td>0.00044</td>
</tr>
<tr>
<td>RBSVM-Grid Search</td>
<td>190</td>
<td>0</td>
<td>-3.823</td>
<td>0.00013</td>
</tr>
<tr>
<td>RBSVM-Random Search</td>
<td>210</td>
<td>0</td>
<td>-3.919</td>
<td>0.00009</td>
</tr>
<tr>
<td>RBSVM-Bayes Search</td>
<td>206</td>
<td>4</td>
<td>-3.771</td>
<td>0.00016</td>
</tr>
</tbody>
</table>

In Table IV, Rank+ represents the sum of positive ranks, Rank− represents the sum of negative ranks, and Z value is calculated based on negative ranks. From the paired-sample Wilcoxon signed-rank test, the prediction accuracy of RBSVM is significantly higher than that of other algorithms at the significance level of 0.05.

C. Analysis of Running Time

To analyze the performance and efficiency (time complexity) of the RBSVM algorithm on large-scale datasets, we compare and analyze the running time of RBSVM algorithms on datasets with different sizes, as shown in Fig. 4. The specific method is to perform random sampling with different sizes on the same dataset, form datasets of different sizes, and then analyze the running time of the algorithm on these datasets. The experimental dataset is skin-nonskin, with random sample sizes increased from 500 to 10 000 with 500 samples at a time. This results in a total of 20 datasets of different sizes. In the comparison, grid search, random search, and Bayesian search have a multiplicative running time when the search scope is increased. Therefore, the search range was divided into 256 (the search range of $\sigma$ and $C$ is $[-8, +8]$) and 16 (the search range of $\sigma$ and $C$ is $[-2, +2]$). The run time of a group with a search scope of 256 exceeds 5000 s when the data size is greater than 4000. Therefore, the running time of the group with a data size greater than 4000 is not retained in the figure, and only the group with a search size of 16 is retained as a reference for comparison. The comparative experiments were divided into three groups, which were: 1) gradient-based hyperparameter learning algorithms, including Span SVM, RMSVM, and RBSVM; 2) the group with a search count of 16 (the search range of $\sigma$ and $C$ is $[-2, 2]$), and its hyperparameter learning algorithm using grid search, random search, and Bayesian search, respectively; and 3) the group with a search count of 256 (the search range of $\sigma$ and $C$ is $[-8, 8]$), and the hyperparameter learning algorithm also using grid search, random search, and Bayesian search, respectively.

To obtain reliable comparative experiments, all the SVM solving algorithms in the hyperparameter learning algorithms use L2-SVM, and its time complexity is $O(n^3)$. Therefore, as the problem size increases, the run time of all the

Fig. 4. Run-time comparison between the proposed RBSVM algorithm and other baseline algorithms.
TABLE V
ACCORDING TO THE DEFINITION OF MODEL ENTROPY III.2, THE UNCERTAINTY OF MODELS LEARNED BY DIFFERENT ALGORITHMS IS COMPARED. IN THE TABLE, BOLDFACE REPRESENTS THE ALGORITHM WITH THE SMALLEST MODEL ENTROPY, AND ITS UNCERTAINTY IS THE LOWEST.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RBSVM</th>
<th>SpanSVM</th>
<th>RMSVM</th>
<th>GridSearch</th>
<th>RandomSearch</th>
<th>BayesSearch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. breast-cancer</td>
<td>0.8643</td>
<td>0.8631</td>
<td>0.8682</td>
<td>0.9235</td>
<td>0.8642</td>
<td>0.8801</td>
</tr>
<tr>
<td>2. sput-heat</td>
<td>0.7076</td>
<td>0.7076</td>
<td>0.7608</td>
<td>0.8298</td>
<td>0.7433</td>
<td>0.8093</td>
</tr>
<tr>
<td>3. hepatitis</td>
<td>0.6512</td>
<td>0.6551</td>
<td>0.6551</td>
<td>0.7244</td>
<td>0.6537</td>
<td>0.6561</td>
</tr>
<tr>
<td>4. diabetes</td>
<td>0.8066</td>
<td>0.8076</td>
<td>0.8076</td>
<td>0.8093</td>
<td>0.8078</td>
<td>0.8715</td>
</tr>
<tr>
<td>5. thyroid</td>
<td>0.391</td>
<td>0.5516</td>
<td>0.4908</td>
<td>0.1647</td>
<td>0.2575</td>
<td>0.2516</td>
</tr>
<tr>
<td>6. monks-1</td>
<td>0.5251</td>
<td>0.6584</td>
<td>0.8482</td>
<td>0.7886</td>
<td>0.7661</td>
<td>0.7749</td>
</tr>
<tr>
<td>7. monks-2</td>
<td>0.4411</td>
<td>0.4797</td>
<td>0.4847</td>
<td>0.4847</td>
<td>0.5617</td>
<td>0.5072</td>
</tr>
<tr>
<td>8. monks-3</td>
<td>0.1817</td>
<td>0.2450</td>
<td>0.2761</td>
<td>0.2786</td>
<td>0.4474</td>
<td>0.4887</td>
</tr>
<tr>
<td>9. tic-tac-toe</td>
<td>0.4432</td>
<td>0.6221</td>
<td>0.5831</td>
<td>0.5402</td>
<td>0.5876</td>
<td>0.6128</td>
</tr>
<tr>
<td>10. adult</td>
<td>0.6162</td>
<td>0.6168</td>
<td>0.6901</td>
<td>0.7168</td>
<td>0.6405</td>
<td>0.7116</td>
</tr>
<tr>
<td>11. crx</td>
<td>0.8048</td>
<td>0.8066</td>
<td>0.8066</td>
<td>0.8066</td>
<td>0.7218</td>
<td>0.7635</td>
</tr>
<tr>
<td>12. cnc</td>
<td>0.6912</td>
<td>0.6901</td>
<td>0.6912</td>
<td>0.9045</td>
<td>0.9028</td>
<td>0.6903</td>
</tr>
<tr>
<td>13. twonorm</td>
<td>0.8430</td>
<td>0.8816</td>
<td>0.8426</td>
<td>0.9395</td>
<td>0.9359</td>
<td>0.9337</td>
</tr>
<tr>
<td>14. balance-1</td>
<td>0.8888</td>
<td>0.1091</td>
<td>0.1259</td>
<td>0.1485</td>
<td>0.1578</td>
<td>0.1463</td>
</tr>
<tr>
<td>15. balance-2</td>
<td>0.2359</td>
<td>0.2906</td>
<td>0.6529</td>
<td>0.2916</td>
<td>0.3621</td>
<td>0.2619</td>
</tr>
<tr>
<td>16. balance-3</td>
<td>0.0952</td>
<td>0.1132</td>
<td>0.1132</td>
<td>0.1132</td>
<td>0.1000</td>
<td>0.1067</td>
</tr>
<tr>
<td>17. german</td>
<td>0.8159</td>
<td>0.8289</td>
<td>0.8289</td>
<td>0.8419</td>
<td>0.8662</td>
<td>0.8665</td>
</tr>
<tr>
<td>18. australiya</td>
<td>0.6996</td>
<td>0.7634</td>
<td>0.7634</td>
<td>0.7634</td>
<td>0.7166</td>
<td>0.7165</td>
</tr>
<tr>
<td>19. ic1nn1</td>
<td>0.3935</td>
<td>0.4268</td>
<td>0.6400</td>
<td>0.6356</td>
<td>0.6457</td>
<td>0.6704</td>
</tr>
<tr>
<td>20. skin-nonskin</td>
<td>0.4431</td>
<td>0.5595</td>
<td>0.5302</td>
<td>0.6531</td>
<td>0.6624</td>
<td>0.5731</td>
</tr>
<tr>
<td>average</td>
<td>0.5372</td>
<td>0.5876</td>
<td>0.6050</td>
<td>0.6179</td>
<td>0.6204</td>
<td>0.6147</td>
</tr>
</tbody>
</table>

TABLE VI
SIGNIFICANCE TESTS FOR RBSVM IN MODEL ENTROPIES USING THE PAIRED-SAMPLE WILCOXON SIGNED-RANK TEST AT THE SIGNIFICANCE LEVEL OF 0.05. THE RESULTS SHOW THAT THE MODEL ENTROPY OF RBSVM IS SIGNIFICANTLY LOWER THAN THAT OF OTHER ALGORITHMS.

<table>
<thead>
<tr>
<th>Paired algorithm</th>
<th>Rank+</th>
<th>Rank-</th>
<th>Z value+</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBSVM-SpanSVM</td>
<td>7</td>
<td>203</td>
<td>-3.659</td>
<td>0.00025</td>
</tr>
<tr>
<td>RBSVM-RMSVM</td>
<td>1</td>
<td>189</td>
<td>-3.783</td>
<td>0.00016</td>
</tr>
<tr>
<td>RBSVM-GridSearch</td>
<td>18</td>
<td>192</td>
<td>-3.248</td>
<td>0.00116</td>
</tr>
<tr>
<td>RBSVM-RandomSearch</td>
<td>24</td>
<td>186</td>
<td>-3.024</td>
<td>0.00249</td>
</tr>
<tr>
<td>RBSVM-BayesSearch</td>
<td>24</td>
<td>186</td>
<td>-3.024</td>
<td>0.00249</td>
</tr>
</tbody>
</table>

Fig. 5. Comparative analysis of model entropy. The parentheses are (probability, entropy), where the first is the prediction probability, and the second is the model entropy. The horizontal coordinate is the probability of correct prediction, and the vertical coordinate is the corresponding model entropy. In the figure, RBSVM has the lowest model entropy and uncertainty.

D. Uncertainty Analysis of RBSVM

Uncertainty analysis is an important part of the analysis of machine learning algorithms. This section uses the model entropy proposed in this article to analyze the uncertainty of the model learned by different algorithms.

It can be seen from Table V that the uncertainty of the model learned by different hyperparameter learning algorithms is quite different. Therefore, we perform a paired-sample Wilcoxon signed-rank test on the model entropy, and the results are shown in Table VI. In this table, the meanings of Rank+, Rank−, and P value are the same as in Table IV. Z value+ is calculated based on positive ranks. It can be seen that the uncertainty of the model of the RBSVM algorithm is the lowest at the significance level of 0.05.

To more intuitively reflect the uncertainty of the model obtained by each hyperparameter learning algorithm, we display the model entropy and the leave-one-out prediction probability value on a 2-D graph, as shown in Fig. 5.
The horizontal coordinate is the probability value predicted by the leave-one-out method, and the vertical coordinate is its corresponding model entropy. It can be seen from the figure that the model entropy of RBSVM is the smallest. The entropies of the grid search, random search, and Bayesian search algorithms are very close. It should be noted that the probability here is the uncertainty probability corresponding to the model entropy, not the prediction error.

Model entropy is different from training or prediction error. Even if the training or prediction error is 0, model entropy can be used to measure the uncertainty of model. To illustrate this situation, we use the data monk as an example. The prediction accuracy of RBSVM, SpanSVM, RMSVM, and grid search is all 100%, but the uncertainty is different. In Fig. 6, the vertical coordinate is the classification label. The horizontal coordinate is the prediction value of the cross-validation. If the classification is correct and the prediction value is farther from the origin of the coordinate, the uncertainty is lower. Although the predictions of RBSVM, SpanSVM, RMSVM, and grid search are all correct, their classification margin and model entropy are quite different. This also explains why the RBSVM algorithm has the highest prediction accuracy in the comparative experiment.

**E. Discussion of Kernel Functions and Hyperparameters**

Common kernel functions include linear kernel, polynomial kernel, and Gaussian kernel functions. The linear kernel function does not require feature mapping, but instead calculates the inner product in the original sample space and is then used to build a linear model. In contrast, the polynomial kernel allows the learning of nonlinear models by representing the similarity in a feature space. The degree-\(d\) polynomial kernel function is defined as

\[
    k(x_i, x_j) = (x_i^T x_j + c)^d
\]

where \(x_i\) and \(x_j\) are samples in the input space, and \(c\) is a constant trading off the influence of higher order versus lower order terms in the polynomial. The hyperparameter \(c\) is a nonnegative real number whose value is continuous, and the hyperparameter \(d\) is a positive integer whose value is discrete. The Gaussian kernel function is widely used to map samples to infinite-dimensional feature spaces on which the models are built. Its hyperparameter is the bandwidth parameter \(\sigma\), and its value is continuous. In addition, there are many other kernel functions, such as the Laplacian kernel, Spline kernel, and the Wavelet kernel, to meet the needs of different tasks.

In addition to a single basic kernel function, a new kernel function can be constructed from a combination of basic kernel functions. Among them, the Hermite orthogonal polynomial kernel function proposed by Moghaddam and Hamidzadeh [55] is an interesting example. The Hermite kernel function is a combination of Hermite orthogonal polynomials, which are defined as follows:

\[
    H_{en}(x) = (-1)^n \exp \left( \frac{x^2}{2} \right) \frac{d^n}{dx^n} \exp \left( -\frac{x^2}{2} \right)
\]

where \(H_{en}(x)\) is an \(n\)-th-order polynomial for \(n = 0, 1, 2, 3, \ldots\). These polynomials are orthogonal to each other. By combining the Hermite polynomials, the Hermite kernel function is constructed as follows:

\[
    k(x_i, x_j) = \sum_{n=0}^{m} H_{en}(x_i) H_{en}(x_j)
\]

where \(m\) is the number of polynomials used in the combination, and \(H_{en}(x_i)\) and \(H_{en}(x_j)\) represent the Hermite polynomials of order \(n\). The Hermite kernel functions can improve classification accuracy, reduce the number of support vectors, and increase the speed of SVMs.

In different kernel functions, the number and properties of their hyperparameters are often different. Hyperparameters can
be divided into two categories according to their properties. One type of hyperparameters is continuous, such as the bandwidth hyperparameter $\sigma$ in a Gaussian kernel function. The other type of hyperparameter is discrete, such as order $d$ in a polynomial kernel function. Hyperparameters of different properties are often learned in different ways. This article focuses on the learning of the first type of hyperparameters, such as the hyperparameter $\sigma$ in the Gaussian kernel function and the regularization hyperparameter $C$. These hyperparameters can be learned using gradient-based algorithms. For the second type of hyperparameters, such as $m$ in the Hermite kernel function and $d$ in the polynomial kernel functions, it is often not straightforward to use the gradient descent algorithms. Its optimization algorithm can refer to integer optimization methods or other methods [56].

V. CONCLUSION

In this article, we have presented a new hyperparameter learning algorithm RBSVM based on a novel idea where the maximum margin classification problem is transformed into a regression problem. RBSVM finds the hyperparameters of the maximum margin classification model by optimizing the objective function defined on the unbiased generalization error with a gradient descent algorithm. In addition, we have proposed a new method for model uncertainty measurement based on leave-one-out prediction probability. The experimental analysis and significance test show that the proposed RBSVM offers significantly higher prediction accuracy than the baseline algorithms, with lower model uncertainty. The training time of the RBSVM algorithm is similar to that of SpanSVM and RMSVM, but less than that of grid search and Bayesian methods.

The proposed RBSVM algorithm is based on a gradient descent method, which can only handle continuous hyperparameters, but not discrete hyperparameters. In the future, we intend to use integer optimization algorithms to deal with the problem of learning with discrete hyperparameters.
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