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ABSTRACT

The sequential Monte Carlo probability hypothesis den-
sity (SMC-PHD) filter assisted by particle flows (PF) has been
shown to be promising for audio-visual multi-speaker track-
ing. A clustering step is often employed for calculating the
particle flow, which leads to a substantial increase in the com-
putational cost. To address this issue, we propose an alter-
native method based on the labelled non-zero particle flow
(LNPF) to adjust the particle states. Results obtained from
the AV16.3 dataset show improved performance by the pro-
posed method in terms of computational efficiency and track-
ing accuracy as compared with baseline AV-NPF-SMC-PHD
methods.

Index Terms— Audio-visual Tracking, SMC-PHD Filter,
Particle Flow

1. INTRODUCTION

Multi-speaker tracking based on audio-visual (AV) data in an
enclosed space is an important task in several subject areas
such as spatial audio and surveillance. Recently, sequential
Monte Carlo PHD filter is proposed for tracking an unknown
and variable number of speakers and AV-SMC-PHD filter is
used to track speakers with audio-visual (AV) data. However,
AV-SMC-PHD filter suffers from the weight degeneracy issue
[1].

To solve this problem, particle flow filters [2, 3, 4, 5, 6, 7]
have been used by migrating particles from the prior density
to the posterior density. Zero diffusion particle flow (ZPF)
and non-zero diffusion particle flow (NPF) have been used to
improve the AV-SMC-PHD filter as AV-ZPF-SMC-PHD fil-
ter [8] and AV-NPF-SMC-PHD filter [9], respectively. As a
result, the posterior density becomes more accurate and the
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chances required for particle resampling are decreased. How-
ever, since the label information about particles is unknown,
the clustering is a necessary step for the SMC-PHD filter and
particle flow and this, however, leads to a substantial increase
in the computational cost.

For distinguishing the speakers, the labelled random fi-
nite set (RFS) is introduced to address target trajectories and
their uniqueness, which is known as the delta-generalized la-
belled multi-Bernoulli (delta-GLMB) filter [10]. Although
the weight degeneracy issue happens in the SMC implemen-
tation of the delta-GLMB, the ZPF can be used to improve the
delta-GLMB at a cost of a higher computational complexity
[11].

In this paper, we propose a labelled non-zero diffusion
particle flow (LPF) SMC-PHD filter to address the weight de-
generacy issue in the SMC-PHD filter. More specifically, la-
bel information of the particles is given by the born step and
the particles are then predicted and updated by considering
the label information. With label information, the covariance
matrix of particles and speaker states can be accurately esti-
mated. The partial derivatives of the flow are simplified. Nu-
merical experiments show that the proposed AV-LPF-SMC-
PHD filter significantly increases the acceptance rate of the
AV-SMC-PHD filter with a lower computational cost than the
baseline AV-NPF-SMC-PHD filter.

The remainder of the paper is organized as follows. Sec-
tion 2 presents the problem and related work. We describe
the proposed method in Section 3. The simulation results are
presented in Section 4. Concluding remarks are provided in
Section 5.

2. PROBLEM STATEMENT AND BACKGROUND

This section describes our problem formulation and the AV-
NPF-SMC-PHD filter. We assume that the speaker dynamics
and observations are described as:
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where m̃j
k ∈ RM is the speaker state vector at time k, ˜

is used to distinguish the speaker state from the particle state
used later, and Ñk is the number of speakers at time k. Let
{z̊ok}

N̊k
o=1 and {z̆uk}

N̆k
u=1 denote the set of N̊k audio and N̆k vi-

sual measurements at time k, respectively. In this paper, the
state m̃j

k = [xjk, y
j
k, ẋ
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k]T consists of positions (xjk, y
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and velocities (ẋjk, ẏ
j
k), while the measurement is a noisy ver-

sion of the position. We define the system excitation as Υk.
The measurement noise and clutter terms are denoted as Ψ̊k

and ε̊k for audio measurements, and Ψ̆k and ε̆k for visual
measurements, respectively. The transition model is denoted
as Fm̃. The nonlinear measurement model for audio and vi-
sual information are denoted as F̊z and F̆z , respectively.

In [9], an AV-NPF-SMC-PHD filter is presented for
audio-visual multi-speaker tracking. The audio informa-
tion and visual information are applied in the prediction and
update steps. The NPF is used to address the weight degen-
eracy issue. Direction of arrival (DOA) lines drawn from the
microphone array to the speaker are applied for re-locating
the existing particles [12]. In the prediction step, the particle
set is {mi

k−1, ω
i
k−1}

Nk
i=1, where Nk is the number of particles

at time k, and mi
k−1 and ωik−1 are the state and weight of

the i-th particle at time k − 1. The particle weights are then
calculated as:
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where φ and qk are the state transition probability and the pro-
posal distribution, respectively. If a new speaker appears, NB
particles are sampled from the new born importance function
pk and the PHD of the new born speaker γk.

In the update step, the particle state is updated by the NPF,

mi
k ⇐mi

k +4mi
kλ (6)
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where f ik ∈ RM is the particle flow vector and wi
k ∈ RM is

the Wiener process with the diffusion coefficient υik. It moves
the particle mi

k|k−1 with the distance 4mi
k|k−1 for the time

period 4λ. Based on the Fokker-Planck equation [13], the

non-zero particle flow f ik is calculated by the partial differen-
tial equation:

f ik = −[∇2 logψik]−1(∇ log hik) (8)

where

∇2 logψik ≈ −(P i
k|k−1)−1 + λ∇2 log hik (9)

where P i
k|k−1 is the covariance matrix of mi

k|k−1. The
derivation of Eq. (8) can be found in [14]. Then the audio-
visual likelihood function hik is obtained as:

hik =
h̊ik

T ω̊k + h̆ik
T ω̆k
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where ω̊k and ω̆k are the weight sets for the audio and visual
likelihood, respectively, and ‖·‖1 denotes the L1 norm. The
first and second derivative of the likelihood function can be
found in [9]. Then the weights of particles are calculated as
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in which κk(zrk) denotes the clutter intensity of the r-th mea-
surement zrk at time k, piD,k is the detection probability at
time k, and hi,rk is the likelihood of the i-th particle for the
r-th measurement. The measurement zrk is calculated by
z̊ok and z̆uk [9]. The number of speakers is estimated as the
sum of the weights. The states and weights of the speak-
ers {m̃j

k, ω̃
j
k}
Ñk
j=1 can be calculated using a clustering step

e.g. the k-means clustering method [15]. Finally, resampling
is performed when the effective sample size (ESS) [16] is
smaller than half number of particles. More detail of the
AV-NPF-SMC-PHD filter can be found in [9].

3. AUDIO-VISUAL LABELLED NON-ZERO
DIFFUSION PARTICLE FLOW SMC-PHD FILTER

In the AV-NPF-SMC-PHD filter, the speaker states and the
covariance matrix of the particles are estimated by a clus-
tering step, which directly affects the tracking performance.
In this section, an improved version of the AV-NPF-SMC-
PHD filter is proposed with the label information. At time
k, the label sets for the audio and visual particles are given
as {̊lik}

Nk
i=1 and {l̆ik}

Nk
i=1, respectively, where l̊ik ∈ {0, ..., N̊k}

and l̆ik ∈ {0, ..., N̆k} with N̊k and N̆k being the number of
audio and visual measurements, respectively. When l̊ik = 0

or l̆ik = 0, the i-th particle is not detected by audio or visual



Algorithm 1 AV-LPF-SMC-PHD Filter

Input: {mi
k−1, ω

i
k−1}

Nk−1

i=1 , NB , k, {z̊ok}
N̊k
o=1 and {z̆uk}

N̆k
u=1.

Output: {m̃j
k, ω̃

j
k}
Ñk
j=1, and {mi

k, ω
i
k}
Nk
i=1.

Initialize: Υk, NB , qk, φk|k−1, pk, γk, Ψ̆ and Ψ̊.
Run:
for Each visual measurement z̆uk do

for Each audio measurement z̊ok do
Create NB

N̊k+N̆k
particles as Eq. (13)

Calculate particle weight ωik|k−1 as Eq. (5).
end for

end for
Propagate surviving particles {mi

k|k−1}
Nk−1

i=1 as Eq. (1).
Calculate particle weights ωik|k−1 as Eq. (4).

Set particle label l̊ik and l̆ik as Eq. (15, 16)
Set {mi

k}
Nk
i=1 as {mi

k|k−1}
Nk−1

i=1 .
for i ∈ [1, ..., Nk] do

Calculate the audio-visual likelihood hik by Eq. (21).
for λ ∈ [0,4λ, 24λ, · · · , Nλ4λ] do

Evaluate flow f ik by Eq. (8).
Update4mi

k by Eq. (7) andmi
k ⇐mi

k +4mi
kλ.

end for
end for
Combine all the particles:{mi
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i
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Calculate the particle weight ωik by Eq. (22).
Set j = 0.
for Each audio measurement z̊ok do

for Each visual measurement z̆uk do
Calculate the speaker weight ω̃jk by Eq. (22).
if ω̃jk ≥ 0.5 then

Calculate the speaker state m̃j
k by Eq. (24).

j ⇐ j + 1.
end if

end for
end for
if ESS < Nk/2 then

(Optional) Re-sample {mi
k, ω

i
k}
Nk
i=1.

end if

information. For the audio and visual measurements z̊ok and
z̆uk , the new born particle state is shown as

mi
k|k−1 ∝ N (̊Fz(mi

k|k−1)|z̊ok, Ψ̊)N (F̆z(mi
k|k−1)|z̆uk , Ψ̆)

(13)
Then we set the audio and visual label of the i-th particle as o
and u. As the states of the born particles are estimated by the
measurements, particle flow is not applied to them and their
weights are estimated by Eq. (5). For surviving particles, the
particle statemi

k|k−1 is calculated by the transition function.
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where Fm = Fm̃. The labels of the surviving particles are
given as:
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where r(1) is a random value from 0 to 1. The covariance
matrix of the i-th particle is calculated as
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The likelihood of the i-th particle is defined as
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By particles flow Eq. (6-8), the particle state is updated
and then the weight of the particle is calculated as:
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where p̊iD,k and p̆iD,k are the detection possibility for audio
and visual measurements, respectively, det denotes the deter-
minant, and κ̊k and κ̆k are the clutter densities for audio and
visual measurements, respectively. For o ∈ [0, ..., N̊k] and
u ∈ [0, ..., N̆k], the estimated state for speakers is given by
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Table 1. The OSPA for the AV-LPF-SMC-PHD, AV-NPF-
SMC-PHD, AV-ZPF-SMC-PHD, AV-PF-PF, AV-PF-GLMB
filters, which are denoted in short as LPF, NPF, ZPF, PPF,
GLMB, respectively.

Seq (Cam) LPF NPF ZPF PPF GLMB
24 (1) 10.64 12.32 12.99 12.18 10.66
24 (2) 11.22 13.20 13.82 13.12 11.98
24 (3) 10.98 13.23 14.01 13.02 11.62
25 (1) 13.09 15.96 16.80 14.90 13.43
25 (2) 13.93 15.29 15.88 13.08 12.94
25 (3) 13.62 16.29 17.56 14.98 14.45
30 (1) 13.44 15.76 17.15 15.29 13.55
30 (2) 11.66 13.41 14.22 13.86 11.68
30 (3) 13.06 15.93 17.63 15.61 16.38
45 (1) 15.53 17.65 19.33 24.50 18.14
45 (2) 15.62 18.60 20.85 22.26 20.35
45 (3) 16.77 19.50 21.35 24.34 20.36

Avg. OSPA 13.29 15.60 16.80 16.43 14.63

where

ω̃jk =

Nk∑
i=1

s̊lik
(o)sl̆ik

(u)ωik|k−1 (25)

After calculating the target weight ω̃jk, the target which has a
weight lower than a threshold ξ (0 < ξ < 1) is considered as
noise and ignored. When the noise level of the measurements
is high, ξ should be set as a low value. In our experiment,
we set ξ as 0.5. The pseudo-code of the AV-LPF-SMC-PHD
filter is presented in Algorithm 1.

4. EXPERIMENTAL RESULTS

In this section, the proposed algorithm is compared to the
other particle flow SMC filters, which include AV-PF-PF, AV
particle flow superpositional GLMB filter (AV-PF-GLMB)
[11], AV-ZPF-SMC-PHD [8] and AV-NPF-SMC-PHD algo-
rithms [9] using the AV16.3 dataset. Zero diffusion particle
flow has been used for improving the tracking accuracy of
PF-PF [17, 18] and GLMB filter [19, 11]. In this paper, they
are used as AV-PF-PF and AV-PF-GLMB filter for the AV
data. For all the filters, the same measurements are applied.
The color histograms are used as the visual measurements
while the DOA lines are used as the audio measurements.
More detail is given in [9]. The experiments are run 10 times
in Matlab on Windows 7 with Intel i7. The AV16.3 dataset,
in which multiple speakers keep speaking and walking, is
applied to test the performance of all the filters. The speakers
are recorded by three video cameras at 25 Hz and two circular
eight-element microphone arrays at 16 kHz. The pixels of the
image frame are 288x360. The audio and video streams are
synchronized.

The Optimal Sub-pattern Assignment (OSPA) for trackers

Table 2. Experimental results for the AV-LPF-SMC-
PHD, AV-NPF-SMC-PHD, AV-ZPF-SMC-PHD, AV-PF-PF
and AV-PF-GLMB filters respectively, which are denoted in
short as LPF, NPF, ZPF, PPF and GLMB, in terms of ESS, re-
sampling times and the running times for sequence 45 (cam-
era 1).

Filter ESS Resampling Time(s)
LPF 81.4 37 114.7
NPF 82.1 36 163.8
ZPF 77.8 58 268.0
PPF 70.5 68 215.9

GLMB 75.7 63 1325.8

[20], which gives a combined score for the estimation perfor-
mance in the number of sources and their positions, is used
to evaluate the tracking accuracy. Apart from that, ESS [16]
is used to show the level of the weight degeneracy problem
[17, 7]. The parameters are set as: NB = 50, p̊iD,k = 0.98,
p̆iD,k = 0.98, κ̊k = 0.0035 and κ̆k = 0.0035. Other pa-
rameters of the PHD filter and particle flow filters are set as
in [12, 8, 9]. The order parameter in the OSPA metric is 2.
The number of particles per speaker is 50 and the particles
are spread randomly in the tracking area.

Table 1 reports the average OSPA over 10 random tests.
The first column, e.g. 24 (1), shows the sequence and cam-
era number. The OSPA of AV-LPF-PHD filter is only 13.29
which is the lowest among all the compared methods. With
the contribution of the label information, 15% reduction in
tracking error has been achieved as compared with the AV-
NPF-PHD filter. In addition, AV-LPF-SMC-PHD filter also
improves the estimation accuracy by 21% and 19% over the
AV-ZPF-SMC-PHD and AV-PF-PF respectively.

Due to the space limitation, Table 2 only shows the aver-
age ESS for sequence 45 (camera 1). The running time of the
AV-LPF-SMC-PHD filter is only 114.7s, the lowest among
the compared methods. Compared to the AV-NPF-SMC-PHD
filter, the running time is decreased 30% and the ESS is sim-
ilar i.e. about 82. This is expected as the clustering step is
removed and the covariance matrix is estimated without us-
ing the extra Kalman filter.

5. CONCLUSION

We have presented a novel AV-LPF-SMC-PHD filter for
audio-visual multi-speaker tracking using label information.
The proposed algorithm has been tested on the AV16.3 dataset
and compared with other particle flow methods and PHD fil-
ters. The experimental results show that the proposed filter
offers a higher tracking accuracy than the baseline method
with a lower computational cost. The proposed filter also
gives a similar ESS to that by the baseline AV-NPF-SMC-
PHD filter.
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