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ABSTRACT

Spatiotemporal regularized Discriminative Correlation Fil-
ters (DCF) have been proposed recently for visual tracking,
achieving state-of-the-art performance. However, the track-
ing performance of the online learning model used in this kind
methods is highly dependent on the quality of the appearance
feature of the target, and the target feature appearance could
be heavily deformed due to the occlusion by other objects or
the variations in their dynamic self-appearance. In this paper,
we propose a new approach to mitigate these two kinds of
appearance deformation. Firstly, we embed the occlusion per-
ception block into the model update stage, then we adaptively
adjust the model update according to the situation of occlu-
sion. Secondly, we use the relatively stable colour statistics
to deal with the appearance shape changes in large targets,
and compute the histogram response scores as a complemen-
tary part of final correlation response. Extensive experiments
are performed on four well-known datasets, i.e. OTB100,
VOT-2018, UAV123, and TC128. The results show that the
proposed approach outperforms the baseline DCF method, es-
pecially, on the TC128/UAV123 datasets, with a gain of over
4.05%/2.43% in mean overlap precision. We will release our
code at https://github.com/SYLan2019/STDOD.

Index Terms— Visual Tracking, Discriminative Correla-
tion Filters, Spatially-Temporal Regularization, Occlusion.

1. INTRODUCTION

Visual object tracking, as one of the most important foun-
dations of numerous applications of computer vision, has
made a rapid breakthrough in recent years. The existing
visual object tracking methods can be divided into gener-
ative and discriminative methods. The generative methods
aim at describing the target appearance, using some genera-
tive processes, e.g., template matching or statistical learning,
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and then searching for the candidate objects to minimize re-
construction errors. In contrast, the discriminative methods
regard target tracking as a classification problem by distin-
guishing the target appearance from its background, such as
Discriminative Correlation Filters (DCFs) [1, 2, 3, 4], and
Siamese networks [5].

The DCFs have several advantages. First, as a type of
regression-based trackers, they can directly learn mapping
from dense samples around the target to Gaussian-like soft
labels, and do not need to manually annotate a large number
of video or image data. Second, with the circular shifts of
training samples, the convolution operation used in corre-
lation can be converted to Fourier domain to achieve high
computational efficiency. Third, with robust multi-feature
representation for target [4, 6], such as hand-crafted HOG,
Color Names (CN) [7] features and deep convolutional neu-
ral network (CNN) features [6], the tracking accuracy and
robustness of the DCFs can be further improved. Finally, spa-
tiotemporal regularisation has been used in the DCF trackers
to improve tracking performance [3], for example, spatial
attention based mechanism has been incorporated into the
online learning model to improve its ability in discriminating
the target from the background clutters [8], and temporal
continuity of successive frames has been exploited to learn a
more robust target appearance model [3, 4].

However, the performance of DCF methods, such as GFS-
DCF [4], STRCF [3], HCFstar [6], degrades significantly
when the target is deformed between successive frames, and
in this scenario, the response of the x-correlation between the
model and the candidate targets will be distorted.

To address this problem, patch-based trackers such as [9]
exploit correlation filters to track separate parts of the en-
tire target, and then adopts an adaptive strategy to combine
the confidence maps from all parts. However, these patch-
based trackers cannot discriminate whether the deformation
is caused by occlusions by other objects or shape changes by
the target itself. Different types of deformation may require
different control strategies for model update. For example, the
target model should be updated with the target appearance in
current frame in order to capture target’s own deformation,



while in the presence of heavy occlusions, the target model
should not be updated.

In this paper, we focus on determining whether the target
deformation is caused by object occlusion or self-appearance
change. We propose a new visual object tracking method
where we take into account the difference between occlusion
and self-deformation in a spatiotemporal regularised DCF fil-
ter. We term this new method as STDOD-DCF. The main
contributions can be summarized as follows.

(1) We propose a new method based on a spatiotempo-
ral regularised DCF for robust visual tracking, which con-
siders the difference between occlusion-induced deformation
and target self-deformation. More specifically, we use four
detectors, initialized in the adjacent regions outside the target
boundary in four directions, i.e. up, left, bottom, and right, re-
spectively, and then automatically detect whether the region
outside the target enters into the region of the target.

(2) We propose an adaptive strategy for model update
according to the difference between occlusion and self-
deformation of target. The proposed strategy can not only
enhance the tracking performance with rapid target self-
deformation, but also reduce tracking drift caused by occlu-
sion.

(3) We perform extensive experiments to evaluate our
method on the OTB100, VOT-2018, UAV123, and TC128
datasets, and show that it performs better than most of the
state-of-the-art trackers. On TC128/UAV123, our method
outperforms the baseline DCF, by over 4.05% and 2.43%
respectively, in mean overlap precision.

2. OUR APPROACH

In this section, we present the STDOD-DCF tracking frame-
work which contains three main parts as shown in Fig. 1. The
first part is the target tracking using a spatiotemporal regular-
isation based DCF method. The second part is used to predict
the location of the patches surrounding the target in paral-
lel to the DCF method. The third part is the model update
strategy by exploiting the difference between occlusion and
self-deformation to help avoid the model contamination.

2.1. Target tracking

In this part, we construct the main body of our target track-
ing algorithm by combining two state-of-the-art DCF-based
trackers (i.e., STRCF [3] and GFS-DCF [4]). Thanks to the
spatiotemporal regularisation, the STRCF is not only effec-
tive in suppressing the adverse boundary effects with spatial
regularisation, but also efficient in computation by exploit-
ing temporal regularisation to rationally approximate multiple
training samples with single one.

Specificly, in order to distinguish the target from the back-
ground, based on the consideration of the training pair {Xt,Yt}

in frame t, where Xt is the multi-channel features, Yt is its

Fig. 1. The proposed method consists of three parts: target
tracking, prediction of the location of the patches surround-
ing a target, and an adaptive update strategy based on target
deformation information.

corresponding predefined Gaussian shaped label, the STRCF
formulates the objective as a regularised least squares prob-
lem which learns the multi-channel discriminative filters F̃t.

F̃t = arg min
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where ~ stands for the convolution operator, · denotes the
Hadamard product, Xt

j ∈ RM×N and Ft
j ∈ RM×N are the j-

th channel feature representation and the corresponding dis-
criminative filter respectively, M × N denotes the size of j-th
channel feature map, C is channel number of feature Xt, and
W and Ft are the spatial regularization matrix and correla-
tion filter, respectively.

∑C
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regularizer, W j is the spatial regularization matrix of the j-th
channel, whose size is MN × MN, ||Ft − F(t−1)||

2 denotes the
temporal regularizer which can help the tracker to retain tem-
poral coherence, and µ is the corresponding penalty factor.

Considering the information redundancy caused by too
many channels in deep CNN features, we introduce channel
selection regularization term referring to GFS-DCF [4].
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where λc is the regularization parameter for channel selection,
the second term in Eq. (2) focuses on channel sparsity to
realize feature channel selection, here, the channels with the
lowest channel attributes are set to zero by preset proportion.

In learning stage, the model in Eq. (2) is convex, and can
be minimized to obtain the globally optimal solution via alter-
nating direction of multiple multipliers (ADMM). A closed-
form solution F̃t can be obtained efficiently in the frequency



domain [3, 4]. Then, we can use an updating rate ξ ∈ [0, 1]
to control the update of tracking filter Ft+1 as ξF̃t +(1-ξ)Ft

from the t-th frame, where the ξ will be adjusted according
to the discriminative deformation of the target in Section 2.3.
In the tracking stage, we can directly compute the response
of the x-correlation between the filter Ft+1 and input features
X(t+1) in the frequency domain, and then locate the target in
the (t + 1)-th frame by selecting the maximum value in the
response map with inverse discrete Fourier transform (DFT).

2.2. Surrounding patches location predicting

Occlusion in video normally comes from target’s surround-
ings, so we need to be aware of its context patches in real time.
Similar to CACF [10], we initialize four surrounding patches
at left, right, top and bottom of the target, respectively, in the
first frame.

Then, we track and locate the target and its surrounding
patches in parallel, meanwhile we can compute the location
relationship between target and its surrounding patches, so as
to determine whether the target is occluded by its surrounding
patches. If someone surrounding patch locates into the target
region from t-th to (t + 1)-th frame, the target is regarded as
being occluded. When a patch occludes the target, we keep
tracking this patch before it moves out of the bounding box of
the target. Usually, this is a short-term object tracking prob-
lem, therefore, the classical KCF [2] can be used for this task
for its computational efficiency.

As for each surrounding patch of the target, a KCF tracker
is used to predict its location, separately. As a result, we can
deal with the location prediction for all surrounding patches
in parallel. In addition, we use only one scale for each target’s
surrounding patch for simplification. Fig. 2 shows the result
of the location prediction for each surrounding patch.

2.3. Model updating strategy

As discussed above, some slight deformation or trivial clutter
from background can be well coped by existing spatiotem-
poral DCFs (such as GFS-DCF, STRCF). Here, we focus on
how to discriminate the occlusion from self-deformation of
target and how to adaptively update the model.

First, we determine the confidence of the response map
obtained from the surrounding patches in terms of the qual-
ity measured with the peak-to-sidelobe ratio (PSR) [11], and
compared with a threshold ThS Presp{i}, for the i-th surrounding
patch. If the response of a surrounding patch is higher than
the threshold, it is regarded as overlapping with the target, i.e.
the target is occluded by this surrounding patch. If the area of
overlap between the target with all its surrounding patches is
greater than a pre-defined threshold Thocc, the target is con-
sidered overlapped, and an indicator bocc is set as bocc = 1,
which can be used to adjust ξ and limit the model update.

If no occlusion has been detected by the patch-based
detectors, but the confidence level of the x-correlation re-

Fig. 2. An illustration on how a target is occluded by its sur-
rounding patches. The surrounding patches (greenbox) are in
the adjacent regions outside the target (yellow) boundary. If a
patch (red) occludes the target, it will be kept in a set of can-
didate patches and used for location predication in the next
frame, otherwise it will be removed from the set of patches
and reset new one according the target.

sponse mapping from the target is low, in terms of a defined
quality threshold of ThTgresp for the target response, then
it means that some self-appearance deformation of target is
occurring. In this case, we compute the histogram response
scores in terms of colour statistics, as a complementary part
of the final correlation response. We then adjust ξ accord-
ing to response quality and update the model to capture the
rapid self-deformation of target. To improve the reliability
of quality, we also consider another response’s status, i.e.
the maximal-value-variate-ratio rmv to the previous frame,
whose value changes more significantly than that in target
self-deformation when the target gets in or out of occlusion.
Therefore, with the quality of target response and area of tar-
get being occluded, we can quantify the extent that the target
is occluded, and thus can achieve more effective adjustment
than many existing methods [6, 11].

3. EXPERIMENTAL EVALUATIONS

To evaluate the proposed method, we perform experiments
on four well-known datasets, i.e. OTB100 [12], TC128 [13],
UAV123 [14], and VOT2018 [15], respectively.

Our tracker is implemented in MATLAB 2018a. Its
speed is about seven fps on a platform with one CPU (Intel
Xeon E5-2637 v3) and one GPU (NVIDIA GeForce-GTX-
TITAN-X). We use ResNet-50 deep CNN features, HOG
and CN hand-crafted features in our experiments. We set
ThS Presp{i} = 1.15 ∗ min(

√
AreaPatch(i), 200) for each patch,

rmv = 1/1.3, Thocc = 0.83, ThTgresp = 0.85, and β = 0.02.
The size of left/right surrounding patches are (W/2)*H, the
size of up/bottom patches are W*(H/2), where W*H is the



target size. Here, these above parameters are selected by
extensive empirical tests. The other parameters for target
tracking refer to GFS-DCF [4], and other parameters for
surrounding patches location refer to KCF.

Fig. 3. The precision plots (le f t) and success plots (right)
on OTB100, TC128 and UAV123, where the precision plots
show the distance precision (DP) value with a threshold of 20
pixels, and the success plots show the overlap success value
with the area under the curve (AUC).

To evaluate the tracking performance, we follow the pro-
tocols [16, 15], and compare our tracker with many state-of-
the-art trackers (mainly DCF-based trackers), including GFS-
DCF [4], ECO [1], CCOT[17], CFCF [18], LADCF [19], Sta-
ple [20], STRCF [3], ASRCF [11], SiamFC [5], BACF[21],
LSART [22], and some other trackers in VOT2018 chal-
lenges. The one-pass evaluation (OPE) is used to evaluate
the tracking performance on UAV123, TC128 and OTB100.
According to the score shown in the legend in Fig.3, we can
see that our method achieves high performance on all the
four datasets. Especially, our tracker outperforms the sec-
ond best baseline, by a significant margin (3.55%, 4.05%)
and (2.35%, 2.43%) in term of (DP, AUC) on TC128 and
UAV123 respectively.

To verify the robustness of our tracker, we use the aver-
age results of unsupervised experimental evaluation on the
vot2018 dataset, which contains video sequences with many
classification attributes, such as occlusion, scale change, mo-
tion change and so on. Moreover, this vot2018 benchmark
can evaluate the tracking performance of the classified video
sequences separately and comprehensively. Table 1 shows

Table 1. VOT2018 unsupervised overlap average overview.
(The red, blue and green represent the best three results respectively.)

tag camera motion tag empty tag illum change tag motion change tag occlusion tag size change tag all
STDOD-DCF 0.5210 0.4136 0.4576 0.4944 0.3560 0.4812 0.4586

GFS-DCF 0.4865 0.3959 0.5007 0.4700 0.3175 0.4578 0.4344
DeepSTRCF 0.4963 0.4074 0.4105 0.4391 0.3225 0.4301 0.4365

LADCF 0.4897 0.3882 0.4089 0.4575 0.3204 0.3885 0.4213
LSART 0.4496 0.4569 0.4316 0.4414 0.2719 0.4016 0.4389

ECO 0.4189 0.4132 0.4251 0.3701 0.2804 0.3695 0.4025
BACF 0.2759 0.2414 0.3254 0.2548 0.2056 0.1759 0.2447

SiamFC 0.3598 0.3489 0.3867 0.3358 0.2385 0.3310 0.3428
KCF 0.2816 0.2431 0.3202 0.2704 0.2628 0.2774 0.2671

MCPF 0.4504 0.4702 0.3606 0.4244 0.2724 0.4560 0.4440
CCOT 0.4002 0.4113 0.3618 0.3386 0.2767 0.3532 0.3909
CFCF 0.4271 0.3453 0.3575 0.3596 0.3096 0.3534 0.3773
Staple 0.3965 0.2880 0.3538 0.3776 0.2275 0.3253 0.3327

the results on VOT2018. Our algorithm ranks first in term
of the overall indicator tag all, which is 3.3% better than
the second-best. In particular, the tag occlusion score is im-
proved by 10.4%, tag size change and tag motion change
are improved by 5.2% and 5.1% respectively compared with
the second-best tracker. This experiment demonstrates that
our tracker can more effectively overcome the impact of oc-
clusion or scale deformation on visual object tracking, so as
to validate the robustness of our algorithm. Fig. 4 shows some
tracking examples by the proposed method and the baseline
methods in the case of occlusion and self-deformation.

Fig. 4. A comparison of our approach (red) with ASRCF (yel-
low), HCFstar (blue), STRCF (green), and GFS-DCF (cyan)
on three sequences (i.e, tc Face ce from TC128, Girl2 and
MotorRolling from OTB100) with heavy occlusion or defor-
mation. The images can be zoomed in for a better view.

4. CONCLUSION

We have presented a new DCF method for visual object track-
ing by discriminating occlusion from self-deformation of the
target, and using an adaptive strategy for model update. With
extensive experiments, we have demonstrated significantly
improved tracking accuracy and robustness compared with
several popular baseline DCF trackers.
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