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Abstract—Audio tagging is the task of predicting the presence
or absence of sound classes within an audio clip. Previous work
in audio tagging focused on relatively small datasets limited to
recognizing a small number of sound classes. We investigate audio
tagging on AudioSet, which is a dataset consisting of over 2 million
audio clips and 527 classes. AudioSet is weakly labelled, in that
only the presence or absence of sound classes is known for each
clip, whereas the onset and offset times are unknown. To address
the weakly labelled audio tagging problem, we propose attention
neural networks as a way to attend the most salient parts of an
audio clip. We bridge the connection between attention neural net-
works and multiple instance learning (MIL) methods, and propose
decision-level and feature-level attention neural networks for au-
dio tagging. We investigate attention neural networks modeled by
different functions, depths, and widths. Experiments on AudioSet
show that the feature-level attention neural network achieves a
state-of-the-art mean average precision of 0.369, outperforming
the best MIL method of 0.317 and Google’s deep neural network
baseline of 0.314. In addition, we discover that the audio tagging
performance on AudioSet-embedding features has a weak correla-
tion with the number of training samples and the quality of labels
of each sound class.

Index Terms—Audio tagging, AudioSet, attention neural net-
work, weakly labelled data, multiple instance learning.

I. INTRODUCTION

AUDIO tagging is the task of predicting the tags of an
audio clip. Audio tagging is a multi-class tagging problem

to predict zero, one or multiple tags for an audio clip. As a
specific task of audio tagging, audio scene classification often
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involves the prediction of only one label in an audio clip, i.e.
the type of environment in which the sound is present. In this
paper, we focus on audio tagging. Audio tagging has many
applications such as music tagging [1] and information retrieval
[2]. An example of audio tagging that has attracted significant
attention in recent years is the classification of environmental
sounds, that is, predicting the scenes where they are recorded.
For instance, the Detection and Classification of Acoustic Scenes
and Events (DCASE) challenges [3]–[6] consist of tasks from a
variety of domains, such as DCASE 2018 Task 1 classification
of outdoor sounds, DCASE 2017 Task4 tagging of street sounds
and DCASE 2016 Task4 tagging of domestic sounds. These
challenges provide labelled datasets, so it is possible to use
supervised learning algorithms for audio tagging. However,
many audio tagging datasets are relatively small [3]–[6], ranging
from hundreds to thousands of training samples, while modern
machine learning methods such as deep learning [7], [8] often
benefit greatly from larger dataset for training.

In 2017, a large-scale dataset called AudioSet [9] was re-
leased by Google. AudioSet consists of audio clips extracted
from YouTube videos, and is the first dataset that achieves
a similar scale to the well-known ImageNet [10] dataset in
computer vision. The current version (v1) of AudioSet consists
of 2,084,320 audio clips organised into a hierarchical ontology
with 527 predefined sound classes in total. Each audio clip in
AudioSet is approximately 10 seconds in length, leading to 5800
hours of audio in total. AudioSet provides an opportunity for
researchers to investigate a large and broad variety of sounds
instead of being limited to small datasets with limited sound
classes.

One challenge of AudioSet tagging is that AudioSet is a
weakly-labelled dataset (WLD) [11], [12]. That is, for each
audio clip in the dataset, only the presence or the absence of
sound classes is indicated, while the onset and offset times are
unknown. In previous work in audio tagging, an audio clip is
usually split into segments and each segment is assigned with
the label of the audio clip [13]. However, as the onset and offset
of sound events are unknown so such label assignment can
be incorrect. For example, a transient sound event may only
appear a short time in a long audio recording. The duration
of sound events can be very different and there is no prior
knowledge of their duration. Different from ImageNet [10] for
image classification where objects are usually centered and have
similar scale, in AudioSet the duration of sound events may vary
a lot. To illustrate, Fig. 1 from top to bottom shows: the log mel
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Fig. 1. From top to bottom: Log mel spectrogram of a 10-second audio clip;
AudioSet bottleneck features extracted by a pre-trained VGGish convolutional
neural network followed by a principle component analysis (PCA) [14]; Weak
labels of the audio clip. There are no onset and offset times of the sound classes.

spectrogram of a 10-second audio clip;1 AudioSet bottleneck
features [9] extracted by a pre-trained VGGish convolutional
network followed by a principal component analysis (PCA);
weak labels of the audio including “music”, “chuckle”, “snicker”
and “speech’. In contrast to WLD, strongly labelled data (SLD)
refers to the data labelled with both the presence of sound classes
as well as their onset and offset times. For example, the sound
event detection tasks in DCASE challenge 2013, 2016, 2017 [3],
[5], [6] provide SLD. However, labelling onset and offset times
of sound events is time-consuming, so these strongly labelled
datasets are usually limited to a relatively small size [3], [5], [6],
which may limit the performance of deep neural networks that
require large data to train a good model.

In this paper, we train an audio tagging system on the large-
scale weakly labelled AudioSet. We bridge our previously pro-
posed attention neural networks [15], [16] with multiple instance
learning (MIL) [17] and propose decision-level and feature-level
attention neural networks for audio tagging. The contributions
of this paper include the following:
� Decision-level and feature-level attention neural networks

are proposed for audio tagging;
� Attention neural networks modelled by different functions,

widths and depth are investigated;
� The impact of the number of training samples per class on

the audio tagging performance is studied;
� The impact of the quality of labels on the audio tagging

performance is studied.
This paper is organised as follows. Section II introduces

audio tagging with weakly labelled data. Section III introduces
our previously proposed attention neural networks [15], [16].
Section IV introduces multiple instance learning. Section V
reviews attention neural networks under the MIL framework
and proposes decision-level and feature-level attention models.
Section VI shows the experimental results. Section VII
concludes and forecasts future work.

II. AUDIO TAGGING WITH WEAKLY LABELLED DATA

Audio tagging has attracted much research interests in re-
cent years. For example, the tagging of the CHiME Home
dataset [18], the UrbanSound dataset [19] and datasets from

1https://www.youtube.com/embed/Wxa36SSZx8o?start=70&end=80

the Detection and Classification of Acoustic Scenes and Events
(DCASE) challenges in 2013 [20], 2016 [21], 2017 [6] and
2018 [22]. The DCASE 2018 Challenge includes acoustic scene
classification [22], general purpose audio tagging [23] and bird
audio detection [24] tasks. Mel frequency cepstral coefficients
(MFCC) [25]–[27] have been widely used as features to build
audio tagging systems. Other features used for audio tagging
include pitch features [26] and I-vectors [27]. Classifiers include
such as Gaussian mixture models (GMMs) [28] and support
vector machines [29]. Recently, neural networks have been used
for audio tagging with mel spectrograms as input features. A
variety of neural network methods including fully-connected
neural networks [13], convolutional neural networks (CNNs)
[14], [30], [31] and convolutional recurrent neural networks
(CRNNs) [32], [33] have been explored for audio tagging. For
sound localization, an identify, locate and separate model [34]
was proposed for audio-visual object extraction in large video
collections using weak supervision.

A WLD consists of a set of bags, where each bag is a collection
of instances. For a particular sound class, a positive bag contains
at least one positive instance, while a negative bag contains no
positive instances. We denote the n-th bag in the dataset as
Bn = {xn1, . . . ,xnTn

}, where Tn is the number of instances
in the bag. An instance xnt ∈ RM in the bag has a dimension
of M . A WLD can be denoted as D = {Bn,yn}Nn=1, where
yn ∈ {0, 1}K denotes the tags of bag Bn, and K and N are the
number of classes and training samples, respectively. In WLD,
each bag Bn has associated tags but we do not know the tags of
individual instances xnt within the bag [35]. For example, in the
AudioSet dataset, a bag consists of instances that are bottleneck
features obtained by inputting a logmel to a pre-trained VGGish
convolutional neural network. In the following sections, we omit
the training example index n and the time index t to simplify
notation.

Previous audio tagging systems using WLD have been based
on segment based methods. Each segment is called an instance
and are assigned the tags inherited from the audio clip. During
training, instance-level classifiers are trained on individual in-
stances. During inference, bag-level predictions are obtained by
aggregating the instance-level predictions [13]. Recently, con-
volutional neural networks have been applied to audio tagging
[32], where the log spectrogram of an audio clip is used as input
to a CNN classifier without predicting the individual instances
explicitly. Attention neural networks have been proposed for Au-
dioSet tagging in [15], [16]. Later, a clip-level and segment-level
model with attention supervision was proposed in [36].

III. AUDIO TAGGING WITH ATTENTION NEURAL NETWORKS

A. Segment Based Methods

R3: In segment based methods, an audio clip is split into
segments and each segment is assigned the tags inherited from
the audio clip. In MIL, each segment is called an instance. An
instance-level classifier f is trained on the individual instances:
f : x �→ f(x), where f(x) ∈ [0, 1]K predicts the presence prob-
abilities of sound classes. The function f depends on a set
of learnable parameters that can be optimised using gradient
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descent methods with the loss function

l(f(x),y) = d(f(x),y), (1)

where y ∈ {0, 1}K are the tags of the instance x and d(·, ·) is a
loss function. For instance, it could be binary cross-entropy for
multi-class tagging, given by

d(f(x),y) = −
K∑

k=1

[yklogf(x)k + (1− yk)log(1− f(x)k].

(2)
In inference, the prediction of a bag is obtained by aggregating
the predictions of individual instances in the bag such as by ma-
jority voting [13]. The segment based model has been applied to
many tasks such as information retrieval [37] due to its simplicity
and efficiency. However, the assumption that all instances inherit
the tags of a bag is incorrect. For example, some sound events
may only occur for a short time in an audio clip.

B. Attention Neural Networks

Attention neural networks were first proposed for natural
language processing [38], [39], where the words in a sentence
are attended differently for machine translation. Attention neural
networks are designed to attend to important words and ignore
irrelevant words. Attention models have also been applied to
computer vision, such as image captioning [40] and information
retrieval [41]. We proposed attention neural networks for audio
tagging and sound event detection with WLD in [15], [33]: these
were ranked first in the DCASE 2017 Task 4 challenge [33].
In a similar way to the segment based model, attention neural
networks build an instance-level classifier f(x) for individual
instances x. In contrast to the segment based model, attention
neural networks do not assume that instances in a bag have the
same tags as the bag. As a result, there is no instance-level ground
truth for supervised learning using (1). To solve this problem,
we aggregate the instance-level predictions f(x) to a bag-level
prediction F (B) given by

F (B)k =
∑

x∈B
p(x)kf(x)k, (3)

where p(x)k is a weight of f(x)k that we refer to as an attention
function. The attention function p(x)k should satisfy

∑

x∈B
p(x)k = 1, (4)

so that the bag-level prediction can be seen as a weighted sum of
the instance-level predictions. Both the attention function p(x)
and the instance-level classifier f(x) depend on a set of learnable
parameters. The attention function p(x)k controls how much
a prediction f(x)k should be attended. Large p(x)k indicates
that f(x)k should be attended, while small p(x)k indicates that
f(x)k should be ignored. To satisfy (4), the attention function
p(x)k can be modelled as

p(x)k = v(x)k/
∑

x∈B
v(x)k, (5)

where v(·) can be any non-negative function to ensure that p(·)
is a probability.

An extension of the attention neural network in (3) is the
multi-level attention model [16], where multiple attention mod-
ules are applied to utilise the hierarchical information of neural

networks:

F (B) = g(F1(B), . . . , FL(B)), (6)

where Fl(B) is the output of the l-th attention module and L is
the number of attention modules. Each Fl(B) can be modeled
by (3). Then a mapping g is used to map from the predictions
of L attention modules to the final prediction of a bag. The
multi-level attention neural network has achieved state-of-the-
art performance in AudioSet tagging.

In the next section, we show that the attention neural networks
explored above can be categorised into an MIL framework.

IV. MULTIPLE INSTANCE LEARNING

Multiple instance learning (MIL) [17], [42] is a type of
supervised learning method. Instead of receiving a set of la-
belled instances, the learner receives a set of labelled bags. MIL
methods have many applications. For example, in [42], MIL is
used to predict whether new molecules are qualified to make
some new drug, where molecules may have many alternative
low-energy states, but only one, or some of them, are qualified
to make a drug. Inspired by the MIL methods, a sound event
detection system trained on WLD [11] was proposed. General
MIL methods include the expectation-maximization diversity
density (EM-DD) method [43], support vector machine (SVM)
methods [44] and neural network MIL methods [45], [46]. In
[47], several MIL pooling methods were investigated in audio
tagging. Attention-based deep multiple instance learning is pro-
posed in [48].

In [35], MIL methods are grouped into three categories:
the instance space (IS) methods, where the discriminative in-
formation is considered to lie at the instance-level; the bag
space (BS) methods, where the discriminative information is
considered to lie at the bag-level; and the embedded space (ES)
methods, where each bag is mapped to a single feature vector that
summarises the relevant information about a bag. We introduce
the IS, BS and ES methods in more detail below.

A. Instance Space Methods

In IS methods, an instance-level classifier f : x �→ f(x) is
used to predict the tags of an instance x, where f(x) ∈ [0, 1]K

predicts the presence probabilities of sound classes. The IS meth-
ods introduce aggregation functions [35] to convert an instance-
level classifier f to a bag-level classifierF : B �→ [0, 1]K , given
by

F (B) = agg ({f(x)}x∈B) , (7)

where agg(·) is an aggregation function. The classifier f depends
on a set of learnable parameters. When the IS method is trained
with (1) in which each instance inherits the tags of the bag, the IS
method is equivalent to the segment based model. On the other
hand, the IS method can also be trained using the bag-level loss
function:

l(F (B),y) = d(F (B),y), (8)

where y ∈ {0, 1}K is the tag of the bag and d(·, ·) is a loss
function such as the binary cross-entropy in (2).

To model the aggregation function, the standard multiple
instance (SMI) assumption and collective assumption (CA)



1794 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 11, NOVEMBER 2019

are proposed in [35]. Under the SMI assumption, a bag-level
classifier can be obtained by

F (B)k = max
x∈B

f(x)k, (9)

where the subscript k denotes the k-th sound class of the
instance-level prediction f(x) and the bag-level prediction
F (B). Under the SMI assumption, for the k-th sound class,
only one instance with the maximum prediction probability is
chosen as a positive instance.

One problem of the SMI assumption is that a positive bag
may contain more than one positive instance. In SED, some
sound classes such as “ambulance siren” may last for several
seconds and may occur in many instances. In contrast to the SMI
assumption, with the CA assumption, all the instances in a bag
contribute equally to the tags of the bag. The bag-level prediction
can be obtained by averaging the instance-level predictions:

F (B) =
1

|B|
∑

x∈B
f(x). (10)

The symbol |B| denotes the number of instances in bag B.
Equation (10) shows that CA is based on the assumption that
all the instances in a positive bag are positive.

B. Bag Space Methods

Instead of building an instance-level classifier, the BS meth-
ods regard a bag B as an entirety. Building a tagging model on
the bags rely on a distance function D(·, ·) : B ×B �→ R. The
distance function can be, for example, the Hausdorff distance
[49]:

D(B1, B2) = min
x1∈B1,x2∈B2

‖x1 − x2‖ . (11)

In (11), the distance between two bags is the minimum distance
between the instances in bag B1 and B2. Then this distance
function can be plugged into a standard distance-based classi-
fier such as a k-nearest neighbour (KNN) or a support vector
machine (SVM) algorithm. The computational complexity of
(11) is |B1||B2|, which is larger than the IS and the ES methods
described below.

C. Embedded Space Methods

Different from the IS methods, ES methods do not classify in-
dividual instances. Instead, the ES methods define an embedding
mapping from a bag to an embedding vector:

femb : B �→ h. (12)

Then the tags of a bag is obtained by applying a function g on
the embedding vector:

F (B) = g(h). (13)

The embedding mapping femb can be modelled in many ways.
For example, by averaging the instances in a bag, as in the simple
MI method in [50]:

h =
1

|B|
∑

x∈B
x. (14)

Alternatively, the mapping can be obtained in terms of the max-
min operations on the instances [51]:

⎧
⎪⎪⎨

⎪⎪⎩

h = (a1, . . . , aM , b1, . . . , bM ),

am = maxx∈B(xm),

bm = minx∈B(xm),

(15)

where xm is the m-th dimension of x. Equation (15) shows
that only one instance with the maximum or the minimum
value is chosen for each dimension, while other instances have
no contribution to the embedding vector h. The ES methods
summarise a bag containing an arbitrary number of instances
with a vector of fixed size. Similar methods have been proposed
in natural language processing to summarise sentences with a
variable number of words [52].

V. ATTENTION NEURAL NETWORKS UNDER MIL

In this section, we show that the previously proposed attention
neural networks [15], [16] belong to MIL frameworks, especially
the IS methods. We refer to these attention neural networks as
decision-level attention neural networks, because the prediction
of a bag is obtained by aggregating the predictions of instances
(see (7)). We then propose feature-level attention neural net-
works inspired by the ES methods with attention in the hidden
layers.

A. Decision-Level Attention Neural Networks

The IS methods predict the tags of a bag by aggregating the
predictions of individual instances in the bag described in (7).
Section IV-A shows that conventional IS methods are based
on either the SMI assumption (see (9)) or the CA (see (10)).
The problem of the SMI assumption is that only one instance
in a bag is considered to be positive for a sound class while
other instances are not considered. The SMI assumption is not
appropriate for bags with more than one positive instance for a
sound class. On the other hand, CA assumes that all instances
in a positive bag are positive. CA is not appropriate for sound
events that only last for a short time. To address the problems
of the SMI and CA methods, a decision-level attention neural
network based on the IS methods in (7) is proposed to learn an
attention function to weight the predictions of instances in a bag,
so that

F (B)k = agg({f(x)k}x∈B)
=

∑

x∈B
p(x)kf(x)k,

(16)

where p(x) is an attention function modelled by (5). We refer
to (16) as a decision-level attention neural network because
the attention function p(x) is multiplied with the predictions
of the instances f(x) to obtain the bag-level prediction. The
attention function p(x) controls how much the prediction of an
instance f(x) should be attended or ignored. Equation (16) can
be seen as a general case of the SMI and CA assumptions. When
one instance x in a bag has a value of p(x) = 1 and the other
instances have values of p(x) = 0, then (16) is equivalent to the
SMI assumption in (9). When p(x) = 1

|B| for all instances in a
bag, (16) is equivalent to CA.
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Fig. 2. (a) Joint detection and classification (JDC) model; (b) Self attention
neural network in [53]; (c) Proposed attention neural network [15]. The blue
outlined block in (c) is called a forward (FWD) block.

Fig. 2 shows different ways to model the attention neural
network in (16). For example, Fig. 2(a) shows the joint detection
and classification (JDC) model [12] with attention function p
and the classifier f modelled by separate branches. Fig. 2(b)
shows the self attention neural network [53] proposed in natural
language processing. Fig. 2(c) shows the JDC improved by using
shared layers for the attention function p and the classifier f
before they separate in the penultimate layer [15].

In the attention neural networks, both p and f depend on a set
of learnable parameters which can be optimised with gradient
descent methods using the loss function in (8). For the proposed
model in Fig. 2(c), the attention function p and the classifier
f share the low-level layers. We denote the output of the layer
before they separate as x′. The mapping from x to x′ can be
modelled by fully-connected layers, for example.

x′ = fFC(x). (17)

The classifier f can be modelled by

f(x) = σ(W1x
′ + b1), (18)

where σ(x) = 1/(1 + e−x) is the sigmoid function. The atten-
tion function p can be modelled by

{
v(x′)k = φ1(U1x

′ + c1),

p(x)k = v(x′)k/
∑

x∈B v(x
′)k,

(19)

where φ1 can be any non-negative function to ensure p(x)k is a
probability.

B. Feature-Level Attention Neural Network

The limitation of the decision-level attention neural networks
is that the attention functionp(x) is only applied to the prediction
of the instances f(x), as shown in (16). In this section, we
propose to apply attention to the hidden layers of a neural
network. This is inspired by the ES methods in (12), where a
bagB is mapped to a fixed-size vector h before being classified.
We model (12) with attention aggregation:

hj =
∑

x∈B
q(x)ju(x)j , (20)

where both q(x) ∈ [0, 1]J and u(x) ∈ RJ have a dimension of
J . The embedded vector h ∈ RJ summarises the information
of a bag. Then the tags of a bagB can be obtained by classifying
the embedding vector:

F (B) = f(h). (21)

Fig. 3. (a) Decision-level single attention neural network [15]; (b) Decision-
level multiple attention neural network [16]; (c) Feature-level attention neural
network (proposed).

The probability q(x)j in (20) is the attention function of u(x)j
and should satisfy

∑

x∈B
q(x)j = 1. (22)

We model u(x) with

u(x) = ψ(W2x
′ + b1), (23)

where ψ can be any linear or non-linear function to increase the
representation ability of the model. The attention function q can
be modelled by

{
w(x′)j = φ2(U2x

′ + c2),

q(x)j = w(x′)j/
∑

x∈B w(x
′)j ,

(24)

where w(x)j can be any non-negative function to ensure q(x)j
is a probability.

Fig. 3 shows the decision-level single attention [15], decision-
level multiple attention [16] and the proposed feature-level
attention neural network. The forward (Fwd) block in Fig. 3
is the same as the block in Fig. 2(c). The difference between
the feature-level attention function q(x) and the decision-level
attention function p(x) is that the dimension of q(x) can be any
value, while the dimension of p(x) is fixed to be the number of
sound classes K. Therefore, the capacity of the decision-level
attention neural networks is limited. With an increase in the
dimension of q(x), the capacity of feature-level attention neural
networks is increased. The decision-level attention function
attends to the predictions of instances, while the feature-level
attention function attends to the features, so it is equivalent to
feature selection. The multi-level attention model [16] in (6)
can be seen as a special case of the feature-level attention model,
with embedding vector h = (F1(B), . . . , FL(B)). The superior
performance of the multi-level attention model shows that the
feature-level attention neural networks have the potential to
perform better than the decision-level attention neural networks.

C. Modeling the Attention Function With Different
Non-Linearity

We adopt Fig. 2(c) as the backbone of our attention neural
networks. The attention function p and q for the decision-level
and feature-level attention neural networks are obtained via
non-negative functions φ1 and φ2, respectively. The φ1 and φ2
appearing in the summation term of the denominator of (19) and
(24) may affect the optimisation of the attention neural networks.
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Fig. 4. Distribution of the number of sound classes in an audio clip.

We investigate modelling φ2 in the feature-level attention neural
networks with different non-negative functions, including ReLU
[54], exponential, sigmoid, softmax and network-in-network
(NIN) [55]. We omit the evaluation of φ1, as the feature-level at-
tention neural networks outperform the decision-level attention
neural networks. The ReLU function is defined as [54]

φ(z) = max(z, 0). (25)

The exponential function is defined as

φ(z) = ez. (26)

The sigmoid function is defined as

φ(z) =
1

1 + e−z
. (27)

For a vector z, the softmax function is defined as

φ(zj) =
ezj∑
k e

zk
. (28)

The network-in-network function [55] is defined as

φ(z) = σ(H2ψ(H1z+ d1) + d2), (29)

whereH1,H2 are transformation matrices,d1 andd2 are biases
ψ is ReLU nonlinearity and σ is the sigmoid function.

VI. EXPERIMENTS

A. Dataset

We evaluate the proposed attention neural networks on Au-
dioSet [9], which consists of 2,084,320 10-second audio clips
extracted from YouTube video with a hierarchical ontology of
527 classes in the released version (v1). We released both Keras
and PyTorch implementations of our code online.2 AudioSet
consists of a variety of sounds. AudioSet is multi-labelled, such
that each audio clip may contain more than one sound class.
Fig. 4 shows the statistics of the number of sound classes in
the audio clips. All audio clips contain at least one label. Out
of over 2,084,320 audio clips, there are 896,045 audio clips
containing one sound class, followed by around 684,166 audio
clips containing two sound classes. Only 4,661 audio clips have
more than 7 labels.

Instead of providing raw audio waveforms, AudioSet provides
bottleneck features of audio clips. The bottleneck features are ex-
tracted from the bottleneck layer of a VGGish CNN, pre-trained
on 70 million audio clips from the YouTube100 M dataset [14].
The VGGish CNN consists of 6 convolutional layers with kernel

2https://github.com/qiuqiangkong/audioset_classification

Fig. 5. A VGGish CNN is trained on the YouTube 100 M dataset. Audio clips
from AudioSet are given as input to the trained VGGish CNN to extract the
bottleneck features, which are released by AudioSet.

size of 3 × 3 and 2 fully layers. To begin with, the 70 million
training audio clips are segmented to non-overlapping 960 ms
segments. Each segment inherits all tags of its parent video.
Then short-time Fourier transform (STFT) is applied on each
960 ms segment with a window size of 25 ms and a hop size
of 10 ms to obtain a spectrogram. Then a mel filter bank with
64 frequency bins is applied on the spectrograms followed by
a logarithmic operation to obtain log mel spectrograms. Each
log mel spectrogram of a segment has a shape of 96× 64,
representing the time steps and the number of mel frequency
bins. A VGGish CNN is trained on these log mel spectrograms
with the 3087 most frequent labels. After training, the VGGish
CNN is used as a feature extractor. By inputting an audio clip
to the VGGish CNN, the outputs of the bottleneck layer are
used as bottleneck features of the audio clip. The framework of
AudioSet feature extraction is shown in Fig. 5.

B. Evaluation Criterion

We first introduce basic statistics [56]: true positive (TP),
where both the reference and the system prediction indicate
an event to be active; false negative (FN), where the reference
indicates an event is active but the system prediction indicates an
event is inactive; false positive (FP), where the system prediction
indicates an event is active but the reference indicates it is
inactive; true negative (TN), where both the reference and the
system prediction indicate an event is inactive. Precision (P) and
recall (R) are defined as in [56]:

P =
TP

TP + FP
, R =

TP
TP + FN

. (30)

In addition, the false positive rate is defined as [56]

FPR =
FP

FP + TN
. (31)

Following [9], we adopt mean average precision (mAP), area
under the curve (AUC) and d-prime as evaluation metrics.
Average precision (AP) [9] is defined as the area under the
recall-precision curve of a specific class. The mean average
precision (mAP) is the average value of AP over all classes. As
AP is regardless of TN, AUC is used as a complementary metric.
AUC is the area under the receiver operating characteristic
(ROC) created by plotting the recall against the false positive
rate (FPR) at various threshold settings for a specific class. We
use mAUC to denote the average value of AUC over all classes.
D-prime is a statistic used in signal detection theory that provides
separation between signal and noise distributions. D-prime is
obtained via a transformation of AUC and has a better dynamic
range than AUC when AUC is larger than 0.9. A higher mAP,
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TABLE I
BASELINE RESULTS OF SEGMENT BASED METHOD, IS AND ES METHODS

AUC and d-prime indicates a better performance. D-prime can
be calculated by [9]:

d-prime =
√
2F−1

x (AUC), (32)

where F−1
x is an inverse of the cumulative distribution function

defined by

Fx(x) =

∫ x

−∞

1√
2π
e

−(x−µ)2

2 dx. (33)

C. Baseline System

We build baseline systems with segment based method, IS
and ES models without the attention mechanism described in
Section III-A, IV-A and IV-C, respectively. In the segment based
model, a classifier is trained on individual instances, where each
instance inherits the tags of a bag. A three-layer fully-connected
neural network with 1024 hidden units and ReLU [54] non-
linearity is applied. Dropout [57] with a rate of 0.5 is used to pre-
vent overfitting. The loss function for training is given in (1). In
inference, the prediction is obtained by averaging the prediction
of individual instances. The IS models have the same structure
as the segment based model. Different from the segment based
model, the instance-level predictions by the IS models are aggre-
gated to a bag-level prediction by either the SMI assumption in
(9) or CA in (10). The loss function is calculated from (8). The ES
method aggregates the instances of a bag to an embedded vector
before tagging. The embedding function can be the averaging
mapping in (14) or max-min vector mapping in (15). Then the
embedded vector is input to a neural network in the same way as
the segment based model. The loss function is calculated from
(8). We adopt the Adam optimiser [58] with a learning rate of
0.001 in training. The mini-batch size is set to 500. The networks
are trained for a total number of 50,000 iterations. We average
the predictions of 9 models from 10,000 to 50,000 iterations as
the final prediction to ensemble and stabilise the result, which
can reduce the prediction randomness caused by the model.

Table I shows the tagging result of segment based method, IS
and ES baseline methods. The first row shows that the random
guess achieves an mAP of 0.005, an AUC of 0.500 and a
d-prime of 0. The segment based model achieves an mAP of
0.293, slightly better than the IS methods with the CA and SMI
assumption, with mAP of 0.300 and 0.292, respectively. The
sixth to the ninth rows show that both the ES methods with
averaging and the max-min instances perform better than the
segment based model and IS methods. Averaging the instances

TABLE II
RESULTS OF ES AVERAGE INSTANCES METHOD WITH DIFFERENT

BALANCING STRATEGY

performs the best in the ES methods with an mAP of 0.317, an
AUC of 0.963 and a d-prime of 2.529.

D. Data Balancing

AudioSet is highly imbalanced, as some sound classes such
as speech and music are more frequent than others. The upper
bars in Fig. 6 show the number of audio clips per class sorted
in descending order (in log scale). The data has a long tail
distribution. Music and speech appear in almost 1 million audio
clips while some sounds such as gargling and toothbrush only
appear in hundreds of audio clips. AudioSet provides a balanced
subset consisting of 22,160 audio clips. The lower bars in Fig. 6
show the number of audio clips per class of the balanced subset.
When training a neural network, data is loaded in mini batches.
We found that without a balancing strategy, the classes with
fewer samples are less likely to be selected in training. Several
balancing strategies have been investigated in image classifica-
tion such as balancing the frequent and infrequent classes [59].
In this paper, we follow the mini-batch balancing strategy [15]
for AudioSet tagging, where each mini-batch is balanced to have
approximately the same number of samples in training the neural
network.

We first investigate the performance of training on the bal-
anced subset only and training on the full data. We adopt the
best baseline model; that is, the ES average instances model
in Section IV-C. Table II shows that the model trained with
only the balanced subset achieves an mAP of 0.274. The model
trained with the full dataset without balancing achieves an mAP
of 0.268. The model trained with the balancing strategy achieves
an mAP of 0.317. Fig. 7 shows the class-wise AP. The dashed and
solid curves show the training and testing AP, respectively. In
addition, Fig. 7 shows that the AP is not always positive related
to the number of training samples. For example, when using full
data for training, “bagpipes” has 1,715 audio clips but achieves
an mAP of 0.884, while “outside” has 34,117 audio clips but
only achieves an AP of 0.093. We discover that for a majority
of sound classes, the improvement of AP is small compared
when using the full dataset rather than the balanced subset. For
example, there are 60 and 1,715 “bagpipes” audio clips in the
balanced subset and the full dataset, respectively. Their APs are
0.873 and 0.884, respectively, indicating that collecting more
data for “bagpipes” does not substantially improve its tagging
result.

To investigate how AP is related to the number of training
samples, we calculate their Pearson correlation efficient (PCC).3

3Given a pair of random variablesX andY , the PCC is calculated as cov(X, Y)
σXσY

,
where cov(·, ·) is the covariance of two variables and σ is the standard deviation
of the random variables.
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Fig. 6. AudioSet statistics. Upper bars: the number of audio clips of a specific sound class sorted in descending order plotted in log scale with respect to the
sound classes. Red stems: average precision (AP) of sound classes with the feature-level attention model.

Fig. 7. Class-wise AP of sound events using the IS average instances model trained with different balancing strategy. Abbreviations: Tr.: Training; Te.: Testing;
bal.: training with balanced subset; full: trained with full dataset; w/o: without mini-batch data balancing; w.: with mini-batch data balancing.

TABLE III
CORRELATION OF MAP WITH TRAINING SAMPLES AND LABELS QUALITY OF

SOUND CLASSES

PCC is a number between −1 and +1. The PCC of −1, 0, +1
indicate negative correlation, no correlation and positive corre-
lation, respectively. The null hypothesis is that the correlation
of the pair of random variables is 0. The p-value indicates the
confidence when the null hypothesis is satisfied. If the p-value is
lower than the conventional 0.05 the PCC is called statistically
significant. Table III shows that AP and the number of training
examples have a correlation with a PCC of 0.169 and the p-value
is 9.35× 10−5, indicating that AP is only weakly positively
related with the number of training samples.

E. Noisy Labels

AudioSet contains noisy tags [9]. That is, some tags for
training may be incorrect. There are three major reasons leading
to the noisy tags in AudioSet showed in [9]: 1) confusing labels,
where some sound classes are easily confused with others; 2)

human error, where the labeling procedure may be flawed; 3)
faint/non-salient sounds, where some sound are faint to recog-
nise in an audio clip. Sound classes with a high label confidence
include “christmas music” and “accordion”. Sound classes with
a low label confidence include “boiling” and “bicycle”. To
investigate how accurate are the ground truth tags, The authors of
AudioSet conducted an internal quality assessment task where
experts checked 10 random segments for most of the classes. The
quality is a value between 0 and 1 measured by the percentage
of correctly labelled audio clips verified by human. The quality
of labels is shown in Fig. 7 with red plus symbols. Hyphen
symbols are plotted for the classes that have not been evaluated.
We discover that AP is not always correlated positively with
the quality of labels. For example, our model achieves an AP
of 0.754 in recognizing “harpsichord”, while the human label
quality is 0.4. On the other hand, humans achieve a label quality
of 1.0 in “hiccup”, but the AP of our model is 0.076. Table III
shows that AP and the quality of labels have a weak PCC of
0.230, indicating AP is only weakly correlated with the quality
of labels.

F. Attention Neural Networks

We evaluate the decision-level and the feature-level attention
neural networks in this subsection. We adopt the architecture in
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Fig. 8. Class-wise AP of sound events predicted using different models.

TABLE IV
RESULTS OF DECISION-LEVEL ATTENTION MODEL AND FEATURE-LEVEL

ATTENTION MODEL

Fig. 2(c) as our model. The output x′ of the layer before the
attention function is obtained by (17). Then the decision-level
and feature-level attention neural networks are modelled by (16)
and (20), respectively. The first row of Table IV shows that the
ES method with averaged instances achieves an mAP of 0.317.
The second and third rows show that the JDC model in Fig. 2(a)
and the self-attention model in Fig. 2(b) achieve an mAP of
0.337 and 0.324, respectively. The fourth and fifth row show
that the decision-level attention neural network achieves an mAP
of 0.337. The decision-level multiple attention neural network
further improves this result to an mAP of 0.357.

The results of the feature-level attention neural networks are
shown in the bottom block of Table IV. The ES methods with
average and maximum aggregation achieve an mAP of 0.298 and
0.343, respectively. The feature-level attention neural network
achieves an mAP of 0.361, an mAUC of 0.969 and a d-prime
of 2.641, outperforming the other models. One explanation is
that the feature-level attention neural network can attend to or
ignore the features in the feature space which further improves
the capacity of the decision-level attention neural network. Fig. 8
shows the class-wise performance of the attention neural net-
works. The feature-level attention neural network outperforms
the decision-level attention neural network and the ES method
with averaged instances in a majority of sound classes. The
results of all 527 sound classes are shown in Fig. 9.

TABLE V
RESULTS OF MODELING THE NON-NEGATIVE φ2 WITH DIFFERENT

NON-NEGATIVE FUNCTIONS

TABLE VI
RESULTS OF MODELING THE ATTENTION NEURAL NETWORK

WITH DIFFERENT LAYER DEPTHS

G. Modeling Attention Function With Different Functions

As described in Section V-C, we model the attention function
q of the feature-level attention neural network via a non-negative
function φ2. The choice of the non-negative function may affect
the optimisation and result of the attention neural network.
Table V shows that the exponential, sigmoid, softmax and NIN
functions achieve a similar mAP of approximately 0.360. Mod-
eling φ(·) with ReLU is worse than the with other non-linear
functions.

H. Attention Neural Networks With Different Embedding
Depth and Width

As shown in (17), our attention neural networks map the
instances x to x′ through several non-linear embedding lay-
ers to increase the representation ability of the instances. We
model fFC using the feature-level attention neural network with
fully-connected layers with different depths. Table VI shows that
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Fig. 9. mAP of all sound classes predicted using different models.

the mAP increases from 0 layers and reaches a peak of 0.361
at 3 layers. More hidden layers do not increase the mAP. The
reason might be that the AudioSet bottleneck features obtained
by a VGGish CNN trained on YouTube100M have good sepa-
rability. Therefore, there is no need to apply very deep neural
networks on the AudioSet bottleneck features. On the other hand,
the YouTube100M data may have a different distribution from
AudioSet. As a result, the embedding mapping fFC can be used
as domain adaption.

Based on the network fFC modelled with three layers in the
feature-level attention neural network, we investigate the width
of fFC. Table VII shows that feature-level attention model with
2048 hidden units in each hidden layer achieves an mAP of
0.369, an mAUC of 0.969 and a d-prime of 2.641 is achieved,
outperforming the models with 256, 512, 1024 and 4096 hidden
units in each layer. On the other hand, with 4096 hidden units,
the model tends to overfit, and does not outperform the model
with 2048 hidden units.
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TABLE VII
RESULTS OF MODELING THE ATTENTION NEURAL NETWORK WITH DIFFERENT

NUMBER OF HIDDEN UNITS

VII. CONCLUSION

We have presented a decision-level and a feature-level atten-
tion neural network for AudioSet tagging. We developed the con-
nection between multiple instance learning and attention neural
networks. We investigated the class-wise performance of all the
527 sound classes in AudioSet and discovered that the AudioSet
tagging performance on AudioSet embedding features is only
weakly correlated with the number of training examples and
quality of labels, with Pearson correlation coefficients of 0.169
and 0.230, respectively. In addition, we investigated modelling
the attention neural networks with different attention functions,
depths and widths. Our proposed feature-level attention neu-
ral network achieves a state-of-the-art mean average precision
(mAP) of 0.369 compared to the best MIL method of 0.317
and the decision-level attention neural network of 0.337. In the
future, we will explore weakly labelled sound event detection
on AudioSet with attention neural networks.
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vironmental sound recognition: Performance versus computational cost,”
IEEE/ACM Trans. Audio, Speech, Lang. Process., vol. 24, no. 11, pp. 2096–
2107, Nov. 2016.

[30] E. Cakır, T. Heittola, and T. Virtanen, “Domestic audio tagging with
convolutional neural networks,” in Proc. Detection Classification Acoust.
Scenes Events, (DCASE 2016) Challenge, Sep. 2016.

[31] K. Choi, G. Fazekas, and M. Sandler, “Automatic tagging using deep con-
volutional neural networks,” in Proc. Conf. Int. Soc. Music Inf. Retrieval,
2016, pp. 805–811.

[32] K. Choi, G. Fazekas, M. Sandler, and K. Cho, “Convolutional recurrent
neural networks for music classification,” in Proc. IEEE Int. Conf. Acoust.,
Speech, Signal Process., 2017, pp. 2392–2396.

[33] Y. Xu, Q. Kong, W. Wang, and M. D. Plumbley, “Large-scale weakly
supervised audio classification using gated convolutional neural network,”
in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., 2018, pp. 121–
125.

[34] S. Parekh, A. Ozerov, S. Essid, N. Duong, P. Pérez, and G. Richard,
“Identify, locate and separate: Audio-visual object extraction in large video
collections using weak supervision,” 2018, arXiv:1811.04000.



1802 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 11, NOVEMBER 2019

[35] J. Amores, “Multiple instance classification: Review, taxonomy and com-
parative study,” Artif. Intell., vol. 201, pp. 81–105, 2013.

[36] S.-Y. Chou, J.-S. R. Jang, and Y.-H. Yang, “Learning to recognize transient
sound events using attentional supervision,” in Proc. Int. Joint Conf. Artif.
Intell., 2018, pp. 3336–3342.

[37] S. Pancoast and M. Akbacak, “Bag-of-audio-words approach for multime-
dia event classification,” in Proc. 13th Annu. Conf. Int. Speech Commun.
Assoc., 2012.

[38] B. Sankaran, H. Mi, Y. Al-Onaizan, and A. Ittycheriah, “Temporal attention
model for neural machine translation,” 2016, arXiv:1608.02927.

[39] M. Luong, H. Pham, and C. D. Manning, “Effective approaches to
attention-based neural machine translation,” in Proc. Conf. Empirical
Methods Natural Lang. Process., 2015, pp. 1412–1421.

[40] K. Xu et al., “Show, attend and tell: Neural image caption generation with
visual attention,” in Proc. Int. Conf. Mach. Learn., 2015, pp. 2048–2057.

[41] G. Liu, J. Yang, and Z. Li, “Content-based image retrieval using com-
putational visual attention model,” Pattern Recognit., vol. 48, no. 8,
pp. 2554–2566, 2015.

[42] T. G. Dietterich, R. H. Lathrop, and T. Lozano-Pérez, “Solving the multiple
instance problem with axis-parallel rectangles,” Artif. Intell., vol. 89, no. 1-
2, pp. 31–71, 1997.

[43] Q. Zhang and S. A. Goldman, “EM-DD: An improved multiple-instance
learning technique,” Proc. Adv. Neural Inf. Process. Syst., 2002, pp. 1073–
1080.

[44] S. Andrews, I. Tsochantaridis, and T. Hofmann, “Support vector machines
for multiple-instance learning,” Proc. Adv. Neural Inf. Process. Syst., 2003,
pp. 577–584.

[45] Z. Zhou and M. Zhang, “Neural networks for multi-instance learning,” in
Proc. Int. Conf. Intell. Inf. Technol., 2002, pp. 455–459.

[46] X. Wang, Y. Yan, P. Tang, X. Bai, and W. Liu, “Revisiting multiple instance
neural networks,” Pattern Recognit., vol. 74, pp. 15–24, 2018.

[47] Y. Wang, J. Li, and F. Metze, “A comparison of five multiple instance
learning pooling functions for sound event detection with weak labeling,”
in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., 2019, pp. 31–35.

[48] M. Ilse, J. M. Tomczak, and M. Welling, “Attention-based deep multiple
instance learning,” in Proc. 35th Int. Conf. Mach. Learn., PMLR 80: 2018,
pp. 2127–2136.

[49] J. Wang and J. Zucker, “Solving multiple-instance problem: A lazy learn-
ing approach,” in Proc. Int. Conf. Mach. Learn., 2000, pp. 1119–1126.

[50] L. Dong, “A comparison of multi-instance learning algorithms,” Ph.D.
dissertation, , The Univ. Waikato, Hamilton, New Zealand, 2006.

[51] T. Gärtner, P. A. Flach, A. Kowalczyk, and A. J. Smola, “Multi-instance
kernels,” in Proc. Int. Conf. Mach. Learn., 2002, vol. 2, pp. 179–186.

[52] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by
jointly learning to align and translate,” in Proc. Int. Conf. Learn. Repre-
sentations, 2015, p. 15.

[53] Z. Lin et al., “A structured self-attentive sentence embedding,” in Proc.
Int. Conf. Learn. Representations, 2017, p. 15.

[54] V. Nair and G. E. Hinton, “Rectified linear units improve restricted Boltz-
mann machines,” in Proc. Int. Conf. Mach. Learn., 2010, pp. 807–814.

[55] M. Lin, Q. Chen, and S. Yan, “Network in network,” in Proc. Int. Conf.
Learn. Representations, 2014, p. 10.

[56] A. Mesaros, T. Heittola, and T. Virtanen, “Metrics for polyphonic sound
event detection,” Appl. Sci., vol. 6, no. 6, 2016, Art. no. 162.

[57] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdi-
nov, “Dropout: A simple way to prevent neural networks from overfitting,”
J. Mach. Learn. Res., vol. 15, no. 1, pp. 1929–1958, 2014.

[58] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
in Proc. Int. Conf. Learn. Representations, 2015, p. 15.

[59] L. Shen, Z. Lin, and Q. Huang, “Relay backpropagation for effective
learning of deep convolutional neural networks,” in Proc. Eur. Conf.
Comput. Vision, 2016, pp. 467–482.

Qiuqiang Kong (S’17) received the B.Sc. and M.E.
degrees from the South China University of Tech-
nology, Guangzhou, China, in 2012 and 2015, re-
spectively. He is currently working toward the Ph.D.
degree with the University of Surrey, Guildford, U.K,
on sound event detection. His research topic includes
sound understanding, audio signal processing, and
machine learning. He was nominated as the postgrad-
uate research student of the year at the University of
Surrey, 2019.

Changsong Yu received the B.E. degree from Anhalt
University of Applied Sciences, Bernburg, Germany,
in 2015, and the M.S. degree from the University of
Stuttgart, Stuttgart, Germany, in 2018. He is currently
working as simultaneous localization and mapping
(SLAM) algorithm engineer with HoloMatic, Bei-
jing, China. His research interest includes deep learn-
ing and SLAM.

Yong Xu (M’17) received the Ph.D. degree from
the University of Science and Technology of China,
Hefei, China, in 2015, on the topic of DNN-based
speech enhancement and recognition. He is currently
a Senior Research Scientist with Tencent AI Lab,
Bellevue, WA, USA. He was with the University of
Surrey, U.K., as a Research Fellow from 2016 to 2018,
working on sound event detection. He visited Prof.
Chin-Hui Lee’s Lab in Georgia Institute of Technol-
ogy, USA from September 2014 to May 2015. He
was also with the IFLYTEK company from 2015 to

2016 to develop far-field ASR technologies. His research interests include deep
learning, speech enhancement and recognition, sound event detection, etc. He
was a recipient of the 2018 IEEE SPS Best Paper Award.

Turab Iqbal received the B.Eng. degree in electronic
engineering, in 2017, from the University of Surrey,
Guildford, U.K., where he is currently working to-
ward the Ph.D. degree with the Centre for Vision,
Speech and Signal Processing. His research interests
mainly include machine learning using weakly la-
belled data for audio classification and localization.

Wenwu Wang (M’02–SM’11) was born in Anhui,
China. He received the B.Sc. degree in 1997, the
M.E. degree in 2000, and the Ph.D. degree in 2002,
from Harbin Engineering University, Harbin, China.
He then was with the King’s College London, Cardiff
University, Tao Group, Ltd. (now Antix Labs, Ltd.),
and Creative Labs, before joining in May 2007 the
University of Surrey, U.K., where he is currently a
Professor in signal processing and machine learning,
and the Co-Director of the Machine Audition Labora-
tory, Centre for Vision Speech and Signal Processing.

He has been a Guest Professor with Qingdao University of Science and Tech-
nology, China, since 2018. His current research interests include blind signal
processing, sparse signal processing, audio-visual signal processing, machine
learning and perception, machine audition (listening), and statistical anomaly
detection. He has (co)-authored more than 200 publications in these areas.
He served as an Associate Editor for the IEEE TRANSACTIONS ON SIGNAL

PROCESSING from 2014 to 2018. He is also a Publication Co-Chair for ICASSP
2019, Brighton, U.K.

Mark D. Plumbley (S’88–M’90–SM’12–F’15) re-
ceived the B.A. (Hons.) degree in electrical sciences
and the Ph.D. degree in neural networks from the
University of Cambridge, Cambridge, U.K., in 1984
and 1991, respectively. After his Ph.D. degree, he
became a Lecturer with the King’s College London,
before joining Queen Mary University of London
in 2002. He subsequently became a Professor and
the Director of the Centre for Digital Music, before
joining the University of Surrey in 2015 as a Professor
in signal processing. He is known for his work on

analysis and processing of audio and music, using a wide range of signal
processing techniques, including matrix factorization, sparse representations,
and deep learning. He is a co-editor of the recent book on Computational Analysis
of Sound Scenes and Events, (Springer, 2017), and the Co-Chair of the recent
DCASE 2018 Workshop on Detection and Classifications of Acoustic Scenes
and Events. He is a member of the IEEE Signal Processing Society Technical
Committee on Signal Processing Theory and Methods, and a Fellow of the IET.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


