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Abstract—Audio pattern recognition is an important research
topic in the machine learning area, and includes several tasks
such as audio tagging, acoustic scene classification, music classi-
fication, speech emotion classification and sound event detection.
Recently, neural networks have been applied to tackle audio
pattern recognition problems. However, previous systems are
built on specific datasets with limited durations. Recently, in com-
puter vision and natural language processing, systems pretrained
on large-scale datasets have generalized well to several tasks.
However, there is limited research on pretraining systems on
large-scale datasets for audio pattern recognition. In this paper,
we propose pretrained audio neural networks (PANNs) trained
on the large-scale AudioSet dataset. These PANNs are transferred
to other audio related tasks. We investigate the performance
and computational complexity of PANNs modeled by a variety
of convolutional neural networks. We propose an architecture
called Wavegram-Logmel-CNN using both log-mel spectrogram
and waveform as input feature. Our best PANN system achieves
a state-of-the-art mean average precision (mAP) of 0.439 on
AudioSet tagging, outperforming the best previous system of
0.392. We transfer PANNs to six audio pattern recognition tasks,
and demonstrate state-of-the-art performance in several of those
tasks. We have released the source code and pretrained models of
PANNs: https://github.com/qiuqiangkong/audioset_tagging_cnn.

Index Terms—Audio tagging, pretrained audio neural net-
works, transfer learning.

I. INTRODUCTION

Audio pattern recognition is an important research topic
in the machine learning area, and plays an important role
in our life. We are surrounded by sounds that contain rich
information of where we are, and what events are happening
around us. Audio pattern recognition contains several tasks
such as audio tagging [1], acoustic scene classification [2],
music classification [3], speech emotion classification and
sound event detection [4].

Audio pattern recognition has attracted increasing research
interest in recent years. Early audio pattern recognition work
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focused on private datasets collected by individual researchers
[5][6]. For example, Woodard [5] applied a hidden Markov
model (HMM) to classify three types of sounds: wooden door
open and shut, dropped metal and poured water. Recently, the
Detection and Classification of Acoustic Scenes and Events
(DCASE) challenge series [7][8][9][2] have provided publicly
available datasets, such as acoustic scene classification and
sound event detection datasets. The DCASE challenges have
attracted increasing research interest in audio pattern recogni-
tion. For example, the recent DCASE 2019 challenge received
311 entries across five subtasks [10].

However, it is still an open question how well an audio
pattern recognition system can perform when trained on large-
scale datasets. In computer vision, several image classification
systems have been built with the large-scale ImageNet dataset
[11]. In natural language processing, several language models
have been built with the large-scale text datasets such as
Wikipedia [12]. However, systems trained on large-scale audio
datasets have been more limited [1][13][14][15].

A milestone for audio pattern recognition was the release of
AudioSet [1], a dataset containing over 5,000 hours of audio
recordings with 527 sound classes. Instead of releasing the raw
audio recordings, AudioSet released embedding features of au-
dio clips extracted from a pretrained convolutional neural net-
work [13]. Several researchers have investigated building sys-
tems with those embedding features [13][16][17][18][19][20].
However, the embedding features may not be an optimal
representation for audio recordings, which may limit the
performance of those systems. In this article, we propose
pretrained audio neural networks (PANNs) trained on raw
AudioSet recordings with a wide range of neural networks. We
show that several PANN systems outperform previous state-
of-the-art audio tagging systems. We also investigate the audio
tagging performance and computation complexities of PANNs.

We propose that PANNs can be transferred to other audio
pattern recognition tasks. Previous researchers have previously
investigated transfer learning for audio tagging. For example,
audio tagging systems were pretrained on the Million Song
Dataset were proposed in [21], with embedding features ex-
tracted from pretrained convolutional neural networks (CNNs)
are used as inputs to second-stage classifiers such as neural
networks or support vector machines (SVMs) [14][22]. Sys-
tems pretrained on MagnaTagATune [23] and acoustic scene
[24] datasets were fine-tuned on other audio tagging tasks
[25][26]. These transfer learning systems were mainly trained
with music datasets, and were limited to smaller datasets than
AudioSet.

The contribution of this work includes: (1) We introduce
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PANNs trained on AudioSet with 1.9 million audio clips with
an ontology of 527 sound classes; (2) We investigate the
trade-off between audio tagging performance and computation
complexity of a wide range of PANNs; (3) We propose a
system that we call Wavegram-Logmel-CNN that achieves a
mean average precision (mAP) of 0.439 on AudioSet tagging,
outperforming previous state-of-the-art system with an mAP
0.392 and Google’s system with an mAP 0.314; (4) We show
that PANNs can be transferred to other audio pattern recog-
nition tasks, outperforming several state-of-the-art systems;
(5) We have released the source code and pretrained PANN
models.

This paper is organized as follows: Section II introduces
audio tagging with various convolutional neural networks;
Section III introduces our proposed Wavegram-CNN systems;
Section IV introduces our data processing techniques, in-
cluding data balancing and data augmentation for AudioSet
tagging; Section VI shows experimental results, and Section
VII concludes this work.

II. AUDIO TAGGING SYSTEMS

Audio tagging is an essential task of audio pattern recog-
nition, with the goal of predicting the presence or absence
of audio tags in an audio clip. Early work on audio tag-
ging included using manually-designed features as input,
such as audio energy, zero-crossing rate, and mel-frequency
cepstrum coefficients (MFCCs) [27]. Generative models, in-
cluding Gaussian mixture models (GMMs) [28][29], hidden
Markov models (HMMs), and discriminative support vector
machines (SVMs) [30] have been used as classifiers. Recently,
neural network based methods such as convolutional neural
networks (CNNs) have been used [3] to predict the tags of
audio recordings. CNN-based systems have achieved state-
of-the-art performance in several DCASE challenge tasks
including acoustic scene classification [2] and sound event
detection [4]. However, many of those works focused on
particular tasks with a limited number of sound classes, and
were not designed to recognize a wide range of sound classes.
In this article, we focus on training large-scale PANNs on
AudioSet [1] to tackle the general audio tagging problem.

A. CNNs

1) Conventional CNNs: CNNs have been successfully ap-
plied to computer vision tasks such as image classification
[31][32]. A CNN consists of several convolutional layers.
Each convolutional layer contains several kernels that are
convolved with the input feature maps to capture their local
patterns. CNNs adopted for audio tagging [3][20] often use
log mel spectrograms as input [3][20]. Short time Fourier
transforms (STFTs) are applied to time-domain waveforms
to calculate spectrograms. Then, mel filter banks are applied
to the spectrograms, followed by a logarithmic operation to
extract log mel spectrograms [3][20].

2) Adapting CNNs for AudioSet tagging: The PANNs we
use are based on our previously-proposed cross-task CNN
systems for the DCASE 2019 challenge [33], with an extra
fully-connected layer added to the penultimate layer of CNNs

TABLE I
CNNS FOR AUDIOSET TAGGING

VGGish [1] CNN6 CNN10 CNN14
Log-mel spectrogram

96 frames × 64 mel bins
Log-mel spectrogram

1000 frames × 64 mel bins
3× 3 @ 64

ReLU
5× 5 @ 64
BN, ReLU

(
3× 3 @ 64
BN, ReLU

)
× 2

(
3× 3 @ 64
BN, ReLU

)
× 2

MP 2× 2 Pooling 2× 2

3× 3 @ 128
ReLU

5× 5 @ 128
BN, ReLU

(
3× 3 @ 128

BN, ReLU

)
× 2

(
3× 3 @ 128

BN, ReLU

)
× 2

MP 2× 2 Pooling 2× 2(
3× 3 @ 256

ReLU

)
× 2

5× 5 @ 256
BN, ReLU

(
3× 3 @ 256

BN, ReLU

)
× 2

(
3× 3 @ 256

BN, ReLU

)
× 2

MP 2× 2 Pooling 2× 2(
3× 3 @ 512

ReLU

)
× 2

5× 5 @ 512
BN, ReLU

(
3× 3 @ 512

BN, ReLU

)
× 2

(
3× 3 @ 512

BN, ReLU

)
× 2

MP 2× 2
Flatten Global pooling Pooling 2× 2

FC 4096
ReLU × 2 FC 512, ReLU

(
3× 3 @ 1024

BN, ReLU

)
× 2

FC 527, Sigmoid FC 527, Sigmoid Pooling 2× 2(
3× 3 @ 2048

BN, ReLU

)
× 2

Global pooling
FC 2048, ReLU
FC 527, Sigmoid

to further increase the representation ability. We investigate
6-, 10- and 14-layer CNNs. The 6-layer CNN consists of
4 convolutional layers with a kernel size of 5 × 5, based
on AlexNet [34]. The 10- and 14-layer CNNs consist of
4 and 6 convolutional layers, respectively, inspired by the
VGG-like CNNs [35]. Each convolutional block consists of
2 convolutional layers with a kernel size of 3 × 3. Batch
normalization [36] is applied between each convolutional
layer, and the ReLU nonlinearity [37] is used to speed up
and stabilize the training. We apply average pooling of size
of 2 × 2 to each convolutional block for downsampling, as
2 × 2 average pooling has been shown to outperform 2 × 2
max pooling [33].

Global pooling is applied after the last convolutional layer
to summarize the feature maps into a fixed-length vector. In
[15], maximum and average operation were used for global
pooling. To combine their advantages, we sum the averaged
and maximized vectors. In our previous work [33], those fixed-
length vectors were used as embedding features for audio clips.
In this work, we add an extra fully-connected layer to the fixed
length vectors to extract embedding features which can further
increase their representation ability. For a particular audio
pattern recognition task, a linear classifier is applied to the
embedding features, followed by either a softmax nonlinearity
for classification tasks or a sigmoid nonlinearity for tagging
tasks. Dropout [38] is applied after each downsampling op-
eration and fully connected layers to prevent systems from
overfitting. Table I summarizes our proposed CNN systems.
The number after the “@” symbol indicates the number of
feature maps. The first column shows the VGGish network
proposed by [13]. MP is the abbreviation of max pooling. The
“Pooling 2×2” in Table I is average pooling with size of 2×2.
In [13], an audio clip was split into 1-second segments, [13]
also assumed each segment inherits the label of the audio clip,
which may lead to incorrect labels. In contrast, our systems
from the second to the fourth columns in Table I applies an
entire audio clip for training without cutting the audio clip
into segments.



3

TABLE II
RESNETS FOR AUDIOSET TAGGING

ResNet22 ResNet38 ResNet54
Log mel spectrogram 1000 frames ×64 mel bins(

3× 3 @ 512,BN,ReLU
)
× 2

Pooling 2× 2(
BasicB @ 64

)
× 2

(
BasicB @ 64

)
× 3

(
BottleneckB @ 64

)
× 3

Pooling 2× 2(
BasicB @ 128

)
× 2

(
BasicB @ 128

)
× 4

(
BottleneckB @ 128

)
× 4

Pooling 2× 2(
BasicB @ 256

)
× 2

(
BasicB @ 256

)
× 6

(
BottleneckB @ 256

)
× 6

Pooling 2× 2(
BasicB @ 512

)
× 2

(
BasicB @ 512

)
× 3

(
BottleneckB @ 512

)
× 3

Pooling 2× 2(
3× 3 @ 2048,BN,ReLU

)
× 2

Global pooling
FC 2048, ReLU
FC 527, Sigmoid

We denote the waveform of an audio clip as xn, where n is
the index of audio clips, and f(xn) ∈ [0, 1]K is the output of
a PANN representing the presence probabilities of K sound
classes. The label of xn is denoted as yn ∈ {0, 1}K . A binary
cross-entropy loss function l is used to train a PANN:

l = −
N∑

n=1

(yn · lnf(xn) + (1− yn) · ln(1− f(xn)), (1)

where N is the number of training clips in AudioSet. In
training, the parameters of f(·) are optimized by using gradient
descent methods to minimize the loss function l.

B. ResNets

1) Conventional residual networks (ResNets): Deeper
CNNs have been shown to achieve better performance than
shallower CNNs for audio classification [31]. One challenge
of very deep conventional CNNs is that the gradients do
not propagate properly from the top layers to the bottom
layers [32]. To address this problem, ResNets [32] introduced
shortcut connections between convolutional layers. In this way,
the forward and backward signals can be propagated from
one layer to any other layer directly. The shortcut connections
only introduce a small number of extra parameters and a little
additional computational complexity. A ResNet consists of
several blocks, where each block consists of two convolutional
layers with a kernel size of 3 × 3, and a shortcut connection
between input and output. Each bottleneck block consists of
three convolutional layers with a network-in-network archi-
tecture [39] that can be used instead of the basic blocks in a
ResNet [32].

2) Adapting ResNets for AudioSet tagging: We adapt
ResNet [32] for AudioSet tagging as follows. To begin with,
two convolutional layers and a downsampling layer are applied
on the log mel spectrogram to reduce the input log mel
spectrogram size. We implement three types of ResNets with
different depths: a 22-layer ResNet with 8 basic blocks; a 38-
layer ResNet with 16 basic blocks, and a 54-layer ResNet
with 16 residual blocks. Table II shows the architecture of the
ResNet systems adapted for AudioSet tagging. The BasicB and
BottleneckB are abbreviations of basic block and bottleneck
block, respectively.

TABLE III
MOBILENETS FOR AUDIOSET TAGGING

MobileNetV1 MobileNetV2
3× 3 @ 32, BN, ReLU

Pooling 2× 2
V1Block @ 64

V1Block @ 128
V2Block, t=1 @ 16

(V2Block, t=6 @ 24)× 2
Pooling 2× 2

V1Block @ 128
V1Block @ 256

(V2Block, t=6 @ 32)× 3

Pooling 2× 2
V1Block @ 256
V1Block @ 512

(V2Block, t=6 @ 64)× 4

Pooling 2× 2
(V1Block @ 512)× 5

V1Block @ 1024
(V2Block, t=6 @ 96)× 3

Pooling 2× 2

V1Block @ 1024
(V2Block, t=6 @ 160)× 3
(V2Block, t=6 @ 320)× 1

Global pooling
FC, 1024, ReLU
FC, 527, Sigmoid

C. MobileNets

1) Conventional MobileNets: Computational complexity is
an important issue when systems are implemented on portable
devices. Compared to CNNs and ResNets, MobileNets were
intended to reduce the number of parameters and multiply-add
operations in a CNN. MobileNets were based on depthwise
separable convolutions [40] by factorizing a standard convo-
lution into a depthwise convolution and a 1 × 1 pointwise
convolution [40].

2) Adapting MobileNets for AudioSet tagging: We adapt
MobileNetV1 [40] and MobileNetV2 [41] systems for Au-
dioSet tagging shown in Table III. The V1Blocks and
V2Blocks are MobileNet convolutional blocks [40][41], each
consisting of two and three convolutional layers, respectively.

D. One-dimensional CNNs

Previous audio tagging systems were based on the log mel
spectrogram, a hand-crafted feature. To improve performance,
several researchers proposed to build one-dimensional CNNs
which operate directly on the time-domain waveforms. For
example, Dai et al. [31] proposed a one-dimensional CNN for
acoustic scene classification, and Lee et al. [42] proposed a
one-dimensional CNN that was later adopted by Pons et al.
[15] for music tagging.

1) DaiNet: DaiNet [31] applied kernels of length 80 and
stride 4 to the input waveform of audio recordings. The kernels
are learnable during training. To begin with, a maximum
operation is applied to the first convolutional layer, which
is designed to make the system be robust to phase shift of
the input signals. Then, several one-dimensional convolutional
blocks with kernel size 3 and stride 4 were applied to extract
high level features. An 18-layer DaiNet with four convolu-
tional layers in each convolutional block achieved the best
result in UrbanSound8K [43] classification [31].

2) LeeNet: In contrast to DaiNet that applied large kernels
in the first layer, LeeNet [42] applied small kernels with length
3 on the waveforms, to replace the STFT for spectrogram
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extraction. LeeNet consists of several one dimensional con-
volutional layers, each followed by a downsampling layer of
size 2. The original LeeNet consists of 11 layers.

3) Adapting one-dimensional CNNs for AudioSet tagging:
We modify LeeNet by extending it to a deeper architecture
with 24 layers, replacing each convolutional layer with a
convolutional block that consists of two convolutional lay-
ers. To further increase the number of layers of the one-
dimensional CNNs, we propose a one-dimensional residual
network (Res1dNet) with a small kernel size of 3. We replace
the convolutional blocks in LeeNet with residual blocks, where
each residual block consists of two convolutional layers with
kernel size 3. The first and second convolutional layers of
convolutional block have dilations of 1 and 2, respectively,
to increase the receptive field of the corresponding residual
block. Downsampling is applied after each residual block. By
using 14 and 24 residual blocks, we obtain a Res1dNet31 and
a Res1dNet51 with 31 and 51 layers, respectively.

III. WAVEGRAM-CNN SYSTEMS

Previous one-dimensional CNN systems [31][42][15] have
not outperformed the systems trained with log mel spectro-
grams as input. One characteristic of previous time-domain
CNN systems [31][42] is that they were not designed to
capture frequency information, because there is no frequency
axis in the one-dimensional CNN systems, so they can not
capture frequency patterns of a sound event with different pitch
shifts.

A. Wavegram-CNN systems

In this section, we propose architectures which we call
Wavegram-CNN and Wavegram-Logmel-CNN for AudioSet
tagging. The Wavegram-CNN we propose is a time-domain
audio tagging system. Wavegram is a feature we propose
that is similar to log mel spectrogram, but is learnt using
a neural network. A Wavegram is designed to learn a time-
frequency representation that is a modification of the Fourier
transform. A Wavegram has a time axis and a frequency axis.
Frequency patterns are important for audio pattern recognition,
for example, sounds with different pitch shifts belong to
the same class. A Wavegram is designed to learn frequency
information that may be lacking in one-dimensional CNN
systems. Wavegrams may also improve over hand-crafted log
mel spectrograms by learning a new kind of time-frequency
transform from data. Wavegrams can then replace log mel
spectrograms as input features resulting in our Wavegram-
CNN system. We also combine the Wavegram and the log mel
spectrogram as a new feature to build the Wavegram-Logmel-
CNN system as shown in Fig. 1.

To build a Wavegram, we first apply a one-dimensional
CNN to time-domain waveform. The one-dimensional CNN
begins with a convolutional layer with filter length 11 and
stride 5 to reduce the size of the input. This immediately
reduces the input lengths by a factor of 5 times to reduce
memory usage. This is followed by three convolutional blocks,
where each convolutional block consists of two convolutional
layers with dilations of 1 and 2, respectively, which are

Waveform

Conv1D, k=11, s=5

Conv1D block

MaxPooling1D, s=4

Conv1D block

MaxPooling1D, s=4

Conv1D block

MaxPooling1D, s=4

Reshape to (N, C, T, F)

Wavegram

Logmel

Conv2D block

Feature 
maps

2D CNN
layers

Concat

Prediction

Fig. 1. Architecture of Wavegram-Logmel-CNN

designed to increase the receptive field of the convolutional
layers. Each convolutional block is followed by a downsam-
pling layer with stride 4. By using the stride and downsampling
three times, we downsample a 32 kHz audio recording to
32, 000/5/4/4/4 = 100 frames of features per second. We
denote the output size of the one-dimensional CNN layers
as T × C, where T is the number of frames and C is
the number of channels. We reshape this output to a tensor
with a size of T × F × C/F by splitting C channels into
C/F groups, where each group has F frequency bins. We
call this tensor a Wavegram. The Wavegram learns frequency
information by introducing F frequency bins in each of C/F
channels. We apply CNN14 described in Section II-A as a
backbone architecture on the extracted Wavegram, so that we
can fairly compare the Wavegram and log mel spectrogram
based systems. Two dimensional CNNs such as CNN14 can
capture time-frequency invariant patterns on the Wavegram,
because kernels are convolved along both time and frequency
axis in a Wavegram.

B. Wavegram-Logmel-CNN

Furthermore, we can combine the Wavegram and log mel
spectrogram into a new representation. In this way, we can
utilize the information from both time-domain waveforms and
log mel spectrograms. The combination is carried out along the
channel dimension. The Wavegram provides extra information
for audio tagging, complementing the log mel spectrogram.
Fig. 1 shows the architecture of the Wavegram-Logmel-CNN.
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IV. DATA PROCESSING

In this section, we introduce data processing for AudioSet
tagging, including data balancing and data augmentation. Data
balancing is a technique used to train neural networks on a
highly unbalanced dataset. Data augmentation is a technique
used to augment the dataset, to prevent systems from overfit-
ting during training.

A. Data balancing
The number of audio clips available for training varies

from sound class to sound class. For example, there are over
900,000 audio clips belonging to the categories “Speech” and
“Music”. On the other hand, there are only tens of audio clips
belonging to the category “Toothbrush”. The number of audio
clips of different sound classes has a long tailed distribution.
Training data are input to a PANN in mini-batches during
training. Without a data balancing strategy, audio clips are
uniformly sampled from AudioSet. Therefore, sound classes
with more training clips such as “Speech” are more likely
to be sampled during training. In an extreme case, all data
in a mini-batch may belong to the same sound class. This
will cause the PANN to overfit to sound classes with more
training clips, and underfit to sound classes with fewer training
clips. To solve this problem, we design a balanced sampling
strategy to train PANNs. That is, audio clips are approximately
equally sampled from all sound classes to constitute a mini-
batch. We use the term “approximately” because an audio clip
may contain more than one tag.

B. Data augmentation
Data augmentation is a useful way to prevent a system from

overfitting. Some sound classes in AudioSet contain only a
small number (e.g., hundreds) of training clips which may
limit the performance of PANNs. We apply mixup [44] and
SpecAugment [45] to augment data during training.

1) Mixup: Mixup [44] is a way to augment a dataset by
interpolating both the input and target of two audio clips from
a dataset. For example, we denote the input of two audio clips
as x1, x2, and their targets as y1, y2, respectively. Then, the
augmented input and target can be obtained by x = λx1+(1−
λ)x2 and y = λy1+(1−λ)y2 respectively, where λ is sampled
from a Beta distribution [44]. By default, we apply mixup on
the log mel spectrogram. We will compare the performance of
mixup augmentation on the log mel spectrogram and on the
time-domain waveform in Section VI-C4.

2) SpecAugment: SpecAugment [45] was proposed for aug-
menting speech data for speech recognition. SpecAugment
operates on the log mel spectrogram of an audio clip using
frequency masking and time masking. Frequency masking is
applied such that f consecutive mel frequency bins [f0, f0+f ]
are masked, where f is chosen from a uniform distribution
from 0 to a frequency mask parameter f ′, and f0 is chosen
from [0, F −f ], where F is the number of mel frequency bins
[45]. There can be more than one frequency mask in each
log mel spectrogram. The frequency mask can improve the
robustness of PANNs to frequency distortion of audio clips
[45]. Time masking is similar to frequency masking, but is
applied in the time domain.

(𝑥 , 𝑦 ) ∈ 𝐷

(𝑥 , 𝑦 ) ∈ 𝐷

(𝑥 , 𝑦 ) ∈ 𝐷

𝑥 NN Embedding FCAudioSet
𝑦

𝑥 NN Embedding FCNewTask
𝑦

Copy parameters

𝑥 NN Embedding FCNewTask
𝑦

Initialize parameters

(a)

(b)

(c)

Fig. 2. (a) A PANN is pretrained with the AudioSet dataset. (b) For a new
task, the PANN is used as a feature extractor. A classifier is built on the
extracted embedding features. The shaded rectangle indicates the parameters
are frozen and not trained. (c) For a new task, the parameters of a neural
network are initialized with a PANN. Then, all parameters are fine-tuned on
the new task.

V. TRANSFER TO OTHER TASKS

To investigate the generalization ability of PANNs, we
transfer PANNs to a range of audio pattern recognition tasks.
Previous works on audio transfer learning [21][14][22][25][23]
mainly focused on music tagging, and were limited to smaller
datasets than AudioSet. To begin with, we demonstrate the
training of a PANN in Fig. 2(a). Here, DAudioSet is the AudioSet
dataset, and x0, y0 are training input and target, respectively.
FCAudioSet is the fully connected layer for AudioSet tagging.
In this article, we propose to compare the following transfer
learning strategies.

1) Train a system from scratch. All parameters are randomly
initialized. Systems are similar to PANNs, except for the final
fully-connected layer which depends on the task dependent
number of outputs. This system is used as a baseline system
to be compared with other transfer learning systems.

2) Use a PANN as a feature extractor. For new tasks, the
embedding features of audio clips are calculated by using the
PANN. Then, the embedding features are used as input to
a classifier, such as a fully-connected neural network. When
training on new tasks, the parameters of the PANN are frozen
and not trained. Only the parameters of the classifier built
on the embedding features are trained. Fig. 2(b) shows this
strategy, where DNewTask is a new task dataset, and FCNewTask
is the fully connected layer of a new task. The PANN is used as
a feature extractor. A classifier is built on the extracted embed-
ding features. The shaded rectangle indicates the parameters
which are frozen and not trained.

(3) Fine-tune a PANN. A PANN is used for a new task,
except the final fully-connected layer. All parameters are
initialized from the PANN, except the final fully-connected
layer which is randomly initialized. All parameters are fine-
tuned on DNewTask. Fig. 2(c) demonstrates the fine-tuning of a
PANN.

VI. EXPERIMENTS

First, we evaluate the performance of PANNs on AudioSet
tagging. Then, the PANNs are transferred to several audio pat-
tern recognition tasks, including acoustic scene classification,
general audio tagging, music classification and speech emotion
classification.
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Fig. 3. Class-wise AP of sound events with the CNN14 system. The number inside parentheses indicates the number of training clips. The left, middle, right
columns show the AP of sound classes with the number of training clips ranked the 1st to 10th, 250th to 260th and 517th to 527th in the training set of
AudioSet.

A. AudioSet dataset

AudioSet is a large-scale audio dataset with an ontology
of 527 sound classes [1]. The audio clips from AudioSet are
extracted from YouTube videos. The training set consists of
2,063,839 audio clips, including a “balanced subset” of 22,160
audio clips, where there are at least 50 audio clips for each
sound class. The evaluation set consists of 20,371 audio clips.
Instead of using the embedding features provided by [1], we
downloaded raw audio waveforms of AudioSet in Dec. 2018
using the links provided by [1], and ignored the audio clips
that are no longer downloadable. We successfully download
1,934,187 (94%) of the audio clips of the full training set,
including 20,550 (93%) of the audio clips of the balanced
training set. We successfully download 18,887 audio clips of
the evaluation dataset. We pad the audio clips to 10 seconds
with silence if they are shorter than 10 seconds. Considering
the fact that a large number of audio clips from YouTube are
monophonic and have a low sampling rate, we convert all
audio clips to monophonic and resample them to 32 kHz.

For the CNN systems based on log mel spectrograms, STFT
is applied on the waveforms with a Hamming window of size
1024 [33] and a hop size of 320 samples. This configuration
leads to 100 frames per second. Following [33], we apply 64
mel filter banks to calculate the log mel spectrogram. The
lower and upper cut-off frequencies of the mel banks are
set to 50 Hz and 14 kHz to remove low frequency noise
and the aliasing effects. We use the torchlibrosa1, a PyTorch
implementation of functions of librosa [46] to build log mel
spectrogram extraction into PANNs. The log mel spectrogram
of a 10-second audio clip has a shape of 1001 × 64. The
extra one frame is caused by applying the “centre” argument
when calculating STFT. A batch size of 32, and an Adam [47]
optimizer with a learning rate of 0.001 is used for training.
Systems are trained on a single card Tesla-V100-PCIE-32GB.
Each system takes around 3 days to train from scratch for 600
k iterations.

B. Evaluation metrics

Mean average precision (mAP), mean area under the curve
(mAUC) and d-prime are used as official evaluation metrics
for AudioSet tagging [20][1]. Average precision (AP) is the

1https://github.com/qiuqiangkong/torchlibrosa

TABLE IV
COMPARISON WITH PREVIOUS METHODS

mAP AUC d-prime

Random guess 0.005 0.500 0.000
Google CNN [1] 0.314 0.959 2.452

Single-level attention [16] 0.337 0.968 2.612
Multi-level attention [17] 0.360 0.970 2.660

Large feature-level attention [20] 0.369 0.969 2.640
TAL Net [19] 0.362 0.965 2.554
DeepRes [48] 0.392 0.971 2.682

Our proposed CNN14 0.431 0.973 2.732

area under the recall and precision curve. AP does not depend
on the number of true negatives, because neither precision nor
recall depends on the number of true negatives. On the other
hand, AUC is the area under the false positive rate and true
positive rate (recall) which reflects the influence of the true
negatives. The d-prime [1] is also used as an metric and be
calculated directly from AUC [1]. All metrics are calculated
on individual classes, and then averaged across all classes.
Those metrics are also called macro metrics.

C. AudioSet tagging results

1) Comparison with previous methods: Table IV shows the
comparison of our proposed CNN14 system with previous Au-
dioSet tagging systems. We choose CNN14 as a basic model
to investigate a various of hyper-parameter configurations for
AudioSet tagging, because CNN14 is a standard CNN that
has a simple architecture, and can be compared with previous
CNN systems [3][33]. As a baseline, random guess achieves
an mAP of 0.005, an AUC of 0.500 and a d-prime of 0.000,
respectively. The result released by Google [1] trained with
embedding features from [13] achieved an mAP of 0.314
and an AUC of 0.959, respectively. The single-level attention
and multi-level attention systems [16], [17] achieved mAPs
of 0.337 and 0.360, which were later improved by a feature-
level attention neural network that achieved an mAP of 0.369.
Wang et al. [19] investigated five different types of attention
functions and achieved an mAP of 0.362. All the above
systems were built on the embedding features released with
AudioSet [1]. The recent DeepRes system [48] was built on
waveforms downloaded from YouTube, and achieved an mAP
of 0.392. The bottom rows of Table IV shows our proposed

https://github.com/qiuqiangkong/torchlibrosa
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(c) Comparison of embedding size
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CNN14,emb=128
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(e) Comparison of sampling rate
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Fig. 4. Results of PANNs on AudioSet tagging. The transparent and solid lines are training mAP and evaluation mAP, respectively. The six plots show
the results with different: (a) architectures; (b) data balancing and data augmentation; (c) embedding size; (d) amount of training data; (e) sampling rate; (f)
number of mel bins.

CNN14 system achieves an mAP of 0.431, outperforming the
best of previous systems. We use CNN14 as a backbone to
build Wavegram-Logmel-CNN for fair comparison with the
CNN14 system. Fig. 4(a) shows that Wavegram-Logmel-CNN
outperforms the CNN14 system, and the MobileNetV1 system.
Detailed results are shown in later this section in Table XI.

2) Class-wise performance: Fig. 3 shows the class-wise
AP of different sound classes with the CNN14 system. The
left, middle, right columns show the AP of sound classes
with the number of training clips ranked the 1st to 10th,
250th to 260th and 517th to 527th in the training set of
AudioSet. The performance of different sound classes can be
very different. For example, “Music” and “Speech” achieve
APs of over 0.80. On the other hand, some sound classes
such as “Inside, small” achieve an AP of only 0.19. Fig. 3
shows that APs are usually not correlated with the number
of training clips. For example, the left column shows that
“Inside, small” contains 70,159 training clips, while its AP
is low. In contrast, the right column shows that “Hoot” only
has 106 training clips, but achieves an AP of 0.86, and is larger
than many other sound classes with more training clips. In the
end of this article, we plot the mAP of all 527 sound classes
in Fig. 12, which shows the class-wise comparison of the
CNN14, MobileNetV1 and Wavegram-Logmel-CNN systems
with previous state-of-the-art audio tagging system [20] built
with embedding features released by [1]. The blue bars in Fig.
12 show the number of training clips in logarithmic scale. The
“+” symbol indicates label qualities between 0 and 1, which
are measured by the percentage of correctly labelled audio
clips verified by an expert [1]. The label quality vary from
sound class to sound class. The “−” symbol indicates the

TABLE V
RESULTS WITH DATA BALANCING AND AUGMENTATION

Augmentation mAP AUC d-prime

no-bal,no-mixup (20k) 0.224 0.894 1.763
bal,no-mixup (20k) 0.221 0.879 1.652
bal,mixup (20k) 0.278 0.905 1.850

no-bal,no-mixup (1.9m) 0.375 0.971 2.690
bal,no-mixup (1.9m) 0.416 0.968 2.613
bal,mixup (1.9m) 0.431 0.973 2.732
bal,mixup-wav (1.9m) 0.425 0.973 2.720

TABLE VI
RESULTS OF DIFFERENT HOP SIZES

Hop size Time resolution mAP AUC d-prime

1000 31.25 ms 0.400 0.969 2.645
640 20.00 ms 0.417 0.972 2.711
500 15.63 ms 0.417 0.971 2.682
320 10.00 ms 0.431 0.973 2.732

sound classes whose label quality are not available. Fig. 12
shows that the average precisions of some classes are higher
than others. For example, sound classes such as “bagpipes”
achieve an average precision of 0.90, while sound classes
such as “mouse” achieve an average precision less than 0.2.
One explanation is that the audio tagging difficulty is different
between sound class to sound class. In addition, audio tagging
performance is not always correlated with the number of
training clips and label qualities [20]. Fig. 12 shows that our
proposed systems outperform previous state-of-the-art systems
[16], [17] across a wide range of sound classes.
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TABLE VII
RESULTS OF DIFFERENT EMBEDDING DIMENSIONS

Embedding mAP AUC d-prime

32 0.364 0.958 2.437
128 0.412 0.969 2.634
512 0.420 0.971 2.689
2048 0.431 0.973 2.732

TABLE VIII
RESULTS OF PARTIAL TRAINING DATA

Training data mAP AUC d-prime

50% of full 0.406 0.964 2.543
80% of full 0.426 0.971 2.677
100% of full 0.431 0.973 2.732

3) Data balancing: Section IV-A introduces the data bal-
ancing technique that we use to train AudioSet tagging sys-
tems. Fig. 4(b) shows the performance of the CNN14 system
with and without data balancing. The blue curve shows that
it takes a long time to train PANNs without data balancing.
The green curve shows that with data balancing, a system
converges faster within limited training iterations. In addition,
the systems trained with full 1.9 million training clips perform
better than the systems trained with the balanced subset of 20k
training clips. Table V shows that the CNN14 system achieves
an mAP of 0.416 with data balancing, higher than that without
data balancing (0.375).

4) Data augmentation: We show that mixup data augmen-
tation plays an important role in training PANNs. By default,
we apply mixup on the log mel spectrogram. Fig. 4(b) and
Table V shows that the CNN14 system trained with mixup
data augmentation achieves an mAP of 0.431, outperforming
that trained without mixup data augmentation (0.416). Mixup
is especially useful when training with the balanced subset
containing only 20k training clips, yielding an mAP of 0.278,
compared to training without mixup (0.221). In addition, we
show that mixup on the log mel spectrogram achieves an mAP
of 0.431, outperforming mixup in the time-domain waveform
of 0.425, when training with full training data. This suggests
that mixup is more effective when used with the log mel
spectrogram than with the time-domain waveform.

5) Hop sizes: The hop size is the number of samples
between adjacent frames. A small hop size leads to high
resolution in the time domain. We investigate the influence
of different hop sizes on AudioSet tagging with the CNN14
system. We investigate hop sizes of 1000, 640, 500 and 320:
these correspond to time domain resolutions of 31.25 ms,
20.00 ms, 15.63 ms and 10.00 ms between adjacent frames,
respectively. Table VI shows that the mAP score increases as
hop sizes decrease. With a hop size of 320, the CNN14 system
achieves an mAP of 0.431, outperforming the larger hop sizes
of 500, 640 and 1000.

6) Embedding dimensions: Embedding features are fixed-
length vectors that summarize audio clips. By default, the
CNN14 has an embedding feature dimension of 2048. We
investigate a rage of CNN14 systems with embedding dimen-

TABLE IX
RESULTS OF DIFFERENT SAMPLE RATES

Sample rate mAP AUC d-prime

8 kHz 0.406 0.970 2.654
16 kHz 0.427 0.973 2.719
32 kHz 0.431 0.973 2.732

TABLE X
RESULTS OF DIFFERENT MEL BINS

Mel bins mAP AUC d-prime

32 bins 0.413 0.971 2.691
64 bins 0.431 0.973 2.732
128 bins 0.442 0.973 2.735

sions of 32, 128, 512 and 2048. Fig. 4(c) and Table VII show
that mAP performance increases as embedding dimension
increases.

7) Training with partial data: The audio clips of AudioSet
are sourced from YouTube. Same audio clips are no longer
downloadable, and others may be removed in the future. For
better reproducibility of our work in future, we investigate the
performance of systems trained with randomly chosen partial
data ranging from 50% to 100% of our downloaded data. Fig.
4(d) and Table VIII show that the mAP decreases slightly
from 0.431 to 0.426 (a 1.2% drop) when the CNN14 system
is trained with 80% of full data, and decreases to 0.406 (a
5.8% drop) when trained with 50% of full data. This result
shows that the amount of training data is important for training
PANNs.

8) Sample rate: Fig. 4(e) and Table IX show the perfor-
mance of the CNN14 system trained with different sample
rate. The CNN14 system trained with 16 kHz audio recordings
achieves an mAP of 0.427, similar (within 1.0%) to the
CNN14 system trained with a sample rate of 32 kHz. On
the other hand, the CNN14 system trained with 8 kHz audio
recordings achieves a lower mAP of 0.406 (5.8% lower). This
indicates that information in the 4 kHz - 8 kHz range is useful
for audio tagging.

9) Mel bins: Fig. 4(f) and Table X show the performance
of the CNN14 system trained with different number of mel
bins. The system achieves an mAP of 0.413 with 32 mel
bins, compared to 0.431 with 64 mel bins and 0.442 with
128 mel bins. This result suggests that PANNs achieve better
performance with more mel bins, although the computation
complexity increases linearly with the number of mel bins.
Throughout this paper, we adopt 64 mel bins for extracting
the log mel spectrogram, as a trade-off between computational
complexity and system performance.

10) Number of CNN layers: We investigate the perfor-
mance of CNN systems with 6, 10 and 14 layers, as de-
scribed in Section II-A. Table XI shows that the 6-, 10- and
14-layer CNNs achieve mAPs of 0.343, 0.380 and 0.431,
respectively. This result suggests that PANNs with deeper
CNN architectures achieve better performance than shallower
CNN architectures. This result is in contrast to previous audio
tagging systems trained on smaller datasets where shallower



9

TABLE XI
RESULTS OF DIFFERENT SYSTEMS

Architecture mAP AUC d-prime

CNN6 0.343 0.965 2.568
CNN10 0.380 0.971 2.678
CNN14 0.431 0.973 2.732

ResNet22 0.430 0.973 0.270
ResNet38 0.434 0.974 2.737
ResNet54 0.429 0.971 2.675

MobileNetV1 0.389 0.970 2.653
MobileNetV2 0.383 0.968 2.624

DaiNet [31] 0.295 0.958 2.437
LeeNet11 [42] 0.266 0.953 2.371
LeeNet24 0.336 0.963 2.525
Res1dNet31 0.365 0.958 2.444
Res1dNet51 0.355 0.948 2.295

Wavegram-CNN 0.389 0.968 2.612
Wavegram-Logmel-CNN 0.439 0.973 2.720

CNNs such as 9-layer CNN performed better than deeper
CNNs [33]. One possible explanation is that smaller datasets
may suffer from overfitting, while AudioSet is large enough
to train deeper CNNs, at least up to the 14 layers CNNs that
we investigate.

11) ResNets: We apply ResNets to investigate the perfor-
mance of deeper PANNs. Table XI shows that the ResNet22
system achieves an mAP of 0.430 similar to the CNN14
system. ResNet38 achieves an mAP of 0.434, slightly outper-
forming other systems. ResNet54 achieves an mAP of 0.429,
which does not further improve the performance.

12) MobileNets: The systems mentioned above show that
PANNs achieve good performance in AudioSet tagging. How-
ever, those systems do not consider computational efficiency
when implemented on portable devices. We investigate build-
ing PANNs with light weight MobileNets described in Section
II-C. Table XI shows that MobileNetV1 achieves an mAP of
0.389, 9.7% lower to the CNN14 system of 0.431. The number
of multiplication and addition (multi-adds) and parameters
of the MobileNetV1 system are only 8.6% and 5.9% of
the CNN14 system, respectively. The MobileNetV2 system
achieves an mAP of 0.383, 11.1% lower than CNN14, and is
more computationally efficient than MobileNetV1, where the
number of multi-adds and parameters are only 6.7% and 5.0%
of the CNN14 system.

13) One-dimensional CNNs: Table XI shows the perfor-
mance of one-dimensional CNNs. The DaiNet with 18 layers
[31] achieves an mAP of 0.295. The LeeNet11 with 11 layers
[42] achieves an mAP of 0.266. Our improved LeeNet with
24 layers improves the mAP of LeeNet11 to 0.336. Our
proposed Res1dNet31 and Res1dNet51 described in Section
II-D3 achieve mAPs of 0.365 and 0.355 respectively, and
achieve state-of-the-art performance among one-dimensional
CNN systems.

14) Wavegram-Logmel-CNN: The bottom rows of Table
XI show the result of our proposed Wavegram-CNN and
Wavegram-Logmel-CNN systems. The Wavegram-CNN sys-
tem achieves an mAP of 0.389, outperforming the best
previous one-dimensional CNN system (Res1dNet31). This

TABLE XII
NUMBER OF MULTI-ADDS AND PARAMETERS OF DIFFERENT SYSTEMS

Architecture Multi-Adds Parameters

CNN6 21.986 ×109 4,837,455
CNN10 28.166 ×109 5,219,279
CNN14 42.220 ×109 80,753,615
ResNet22 30.081 ×109 63,675,087
ResNet38 48.962 ×109 73,783,247
ResNet54 54.563 ×109 104,318,159
MobileNetV1 3.614 ×109 4,796,303
MobileNetV2 2.810 ×109 4,075,343
DaiNet 30.395 ×109 4,385,807
LeeNet11 4.741 ×109 748,367
LeeNet24 26.369 ×109 10,003,791
Res1dNet31 32.688 ×109 80,464,463
Res1dNet51 61.833 ×109 106,538,063
Wavegram-CNN 44.234 ×109 80,991,759
Wavegram-Logmel-CNN 53.510 ×109 81,065,487
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Fig. 5. Multi-adds versus mAP of AudioSet tagging systems. The same types
of architectures are grouped in the same color.

indicates that the Wavegram is an effective learnt feature.
Furthermore, our proposed Wavegram-Logmel-CNN system
achieves a state-of-the-art mAP of 0.439 among all PANNs.

15) Complexity analysis: We analyze the computational
complexity of PANNs for inference. The number of multi-
adds and parameters are two important factors for complexity
analysis. The middle column of Table XII shows the number
of multi-adds to infer a 10-second audio clip. The right column
of Table XII shows the number of parameters of different sys-
tems. The number of multi-adds and parameters of the CNN14
system are 42.2 × 109 and 80.8 million, respectively, which
are larger than the CNN6 and CNN10 systems. The number
of multi-adds for the ResNets22 and ResNet38 systems are
slightly less than for the CNN14 system. The ResNet54
system contains the most multi-adds at 54.6 × 109. One-
dimensional CNNs have a similar computational cost to the
two-dimensional CNNs. The best performing one-dimensional
system, Res1dNet31, contains 32.7× 109 multi-adds and 80.5
million parameters. Our proposed Wavegram-CNN system
contains 44.2 × 109 multi-adds and 81.0 million parameters,
which is similar to CNN14. The Wavegram-Logmel-CNN
system slightly increases the multi-adds to 53.5×109, and the
number of parameters is to 81.1 million, which is similar to
CNN14. To reduce the number of multi-adds and parameters,
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Fig. 6. Accuracy of ESC-50 with various number of training clips per class.

TABLE XIII
ACCURACY OF ESC-50

STOA [49] Scratch fine-tune Freeze_L1 Freeze_L3

Acc. 0.865 0.833 0.947 0.908 0.918

MobileNets are applied. The MobileNetV1 and MobileNetV2
systems are light weight CNNs, with only 3.6 × 109 and
2.8 × 109 multi-adds and around 4.8 million and 4.1 million
parameters, respectively. MobileNets reduce both the com-
putational cost and system size. Figure 5 summarizes the
mAP versus multi-adds of different PANNs. The same type
of systems are linked by lines of the same color. The mAP
increases from bottom to top. On the top-right is our proposed
Wavegram-Logmel-CNN system that achieves the best mAP.
On the top-left are MobileNetV1 and MobileNetV2 that are
the most computationally efficient systems.

D. Transfer to other tasks

In this section, we investigate the application of PANNs
to a range of other pattern recognition tasks. PANNs can
useful for few-shot learning, for the tasks where only a limited
number of training clips are provided. Few-shot learning is
an important research topic in audio pattern recognition, as
collecting labelled data can be time consuming. We transfer
PANNs to other audio pattern recognition tasks using the meth-
ods described in Section V. To begin with, we resample all
audio recordings to 32 kHz, and convert them to monophonic
to be consistent with the PANNs trained on AudioSet. We
perform the following strategies described in Section V for
each task: 1) Train a system from scratch; 2) Use a PANN
as a feature extractor; 3) Fine-tune a PANN. When using a
PANN as the feature extractor, we build classifiers on the
embedding features with one and three fully-connected layers,
and call them “Freeze + 1 layers” (Freeze_L1) and “Freeze
+ 3 layers” (Freeze_L3), respectively. We adopt the CNN14
system for transfer learning to provide a fair comparison
with other CNN based systems for audio pattern recognition.
We also investigate the performance of PANNs trained with
different number of shots when training other audio pattern
recognition tasks.

1) ESC-50: ESC-50 is an environmental sound dataset [50]
consisting of 50 sound events, such as “Dog” and “Rain”.
There are 2,000 5-second audio clips in the dataset, with
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Fig. 7. Accuracy of DCASE 2019 Task 1 with various number of training
clips per class.

TABLE XIV
ACCURACY OF DCASE 2019 TASK 1

STOA [51] Scratch Fine-tune Freeze_L1 Freeze_L3

Acc. 0.851 0.691 0.764 0.589 0.607
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Fig. 8. Accuracy of DCASE 2018 Task 2 with various number of training
clips per class.

TABLE XV
ACCURACY OF DCASE 2018 TASK 2

STOA [52] Scratch Fine-tune Freeze_L1 Freeze_L3

mAP@3 0.954 0.902 0.941 0.717 0.768

40 clips per class. Table XIII shows the 5-fold cross vali-
dation [50] accuracy of the CNN14 system. Sailor et al. [49]
proposed a state-of-the-art system for ESC-50, achieved an
accuracy of 0.865 using unsupervised filterbank learning with
a convolutional restricted Boltzmann machine. Our fine-tuned
system achieves an accuracy of 0.947, outperforming previous
state-of-the-art system by a large margin. The Freeze_L1 and
Freeze_L3 systems achieve accuracies of 0.918 and 0.908, re-
spectively. Training the CNN14 system from scratch achieves
an accuracy of 0.833. Fig. 6 shows the accuracy of ESC-
50 with different numbers of training clips of each sound
class. Using a PANN as a feature extractor achieves the
best performance when fewer than 10 clips per sound class
are available for training. With more training clips, the fine-
tuned systems achieve better performance. Both the fine-tuned
system and the system using the PANN as a feature extractor
outperform the systems trained from scratch.

2) DCASE 2019 Task 1: DCASE 2019 Task 1 is an acoustic
scene classification task [2], with a dataset consisting of over
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Fig. 9. Accuracy of MSoS with various number of training clips per class.

TABLE XVI
ACCURACY OF MSOS

STOA [53] Scratch Fine-tune Freeze_L1 Freeze_L3

Acc. 0.930 0.760 0.960 0.886 0.930

40 hours of stereo recordings collected from various acoustic
scenes in 12 European cities. We focus on Subtask A, where
each audio recording has two channels with a sampling rate
of 48 kHz. In the development set, there are 9185 and 4185
audio clips for training and validation respectively. We convert
the stereo recordings to monophonic by averaging the stereo
channels. CNN14 trained from scratch achieves an accuracy
of 0.691, while the fine-tuned system achieves an accuracy
of 0.764. Freeze_L1 and Freeze_L3 achieve accuracies of
0.689 and 0.607 respectively, and do not outperform the
CNN14 trained from scratch. One possible explanation for
this underperformance is that the audio recordings of acoustic
scene classification have different distribution of AudioSet. So
using PANN as a feature extractor does not outperform fine-
tune or train a system from scratch. The fine-tuned system
achieves better performance than the system trained from
scratch. Fig. 7 shows the classification accuracy of systems
with various numbers of training clips per class. Table XIV
shows the overall performance. The state-of-the-art system of
Chen et al [51]. achieves an accuracy of 0.851 using the
combination of various classifiers and stereo recordings as
input, while we do not use any ensemble methods and stereo
recordings.

3) DCASE 2018 Task 2: DCASE 2018 Task 2 is a general-
purpose automatic audio tagging task [54] using a dataset of
audio recordings from Freesound annotated with a vocabulary
of 41 labels from the AudioSet ontology. The development
set consists of 9,473 audio recordings with durations from
300 ms to 30 s. The mAP@3 is used for evaluating system
performance [54]. In training, we break or pad audio record-
ings into 4-second audio segments. In inference, we average
the predictions of those segments to obtain the prediction of
an audio recording. Table XV shows that the best previous
method proposed by Jeong and Lim [52] achieves an mAP@3
of 0.954 using an ensemble of several systems. In comparison,
our CNN14 system trained from scratch achieves an accuracy
of 0.902. The fine-tuned CNN14 system achieves an mAP@3
of 0.941. The Freeze_L1 and Freeze_L3 systems achieve
accuracies of 0.717 and 0.768 respectively. Fig. 8 shows the
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Fig. 10. Accuracy of GTZAN with various number of training clips per class.

TABLE XVII
ACCURACY OF GTZAN

STOA [56] Scratch Fine-tune Freeze_L1 Freeze_L3

Acc. 0.939 0.758 0.915 0.827 0.858

mAP@3 with different numbers of training clips. The fine-
tuned CNN14 system outperforms the systems trained from
scratch and the systems using PANN as a feature extractor.
The fine-tuned CNN14 system achieves comparable results to
the state-of-the-art system.

4) MSoS: The Making Sense of Sounds (MSoS) data
challenge [55] is a task to predict an audio recording to one
of five categories: “Nature”, “Music”, “Human”, “Effects”
and “Urban”. The dataset consists of a development set of
1,500 audio clips and an evaluation set of 500 audio clips. All
audio clips have a duration of 4 seconds. The state-of-the-art
system proposed by Chen and Gupta [53] achieves an accuracy
of 0.930. Our fine-tuned CNN14 achieves an accuracy of
0.960, outperforming previous state-of-the-art system. CNN14
trained from scratch achieves an accuracy of 0.760. Fig. 9
shows the accuracy of the systems with different number of
training clips. The fine-tuned CNN14 system and the system
using CNN14 as a feature extractor outperforms CNN14
trained from scratch.

5) GTZAN: The GTZAN dataset [57] is a music genre
classification dataset containing 1,000 30-second music clips
of 10 genres of music, such as “Classical” and “Country”. All
music clips have a duration of 30 seconds and a sampling rate
of 22,050 Hz. In development, 10-fold cross validation is used
to evaluate the performance of systems. Table XVII shows that
previous state-of-the-art system proposed by Liu et al. [56]
achieves an accuracy of 0.939 using a bottom-up broadcast
neural network. The fine-tuned CNN14 system achieves an
accuracy of 0.915, outperforming CNN14 trained from scratch
with an accuracy of 0.758 and the Freeze_L1 and Freeze_L3
systems with accuracies of 0.827 and 0.858 respectively. Fig.
10 shows the accuracy of systems with different numbers of
training clips. The Freeze_L1 and Freeze_L3 systems achieve
better performance than other systems trained with less than
10 clips per class. With more training clips, the fine-tuned
CNN14 system performs better than other systems.

6) RAVDESS: The Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) is a human speech
emotion dataset [59]. The database consists of sounds from
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Fig. 11. Accuracy of RAVDESS with various number of training clips per
class.

TABLE XVIII
ACCURACY OF RAVDESS

STOA [58] Scratch Fine-tune Freeze_L1 Freeze_L3

Acc. 0.645 0.692 0.721 0.397 0.401

24 professional actors including 12 female and 12 male
simulating 8 emotions, such as “Happy” and “Sad”. The task
is to classify each sound clip into an emotion. There are
1,440 audio clips in the development set. We evaluate our
systems with 4-fold cross validation. Table XVIII shows that
previous state-of-the-art system proposed by Zeng et al. [58]
achieves an accuracy of 0.645. Our CNN14 system trained
from scratch achieves an accuracy of 0.692. The fine-tuned
CNN14 system achieves a state-of-the-art accuracy of 0.721.
The Freeze_L1 and Freeze_L3 systems achieve much lower
accuracies of 0.397 and 0.401 respectively. Fig. 11 shows the
accuracy of systems with respect to a range of training clips.
The fine-tuned systems and the system trained from scratch
outperform the system using PANN as a feature extractor. This
suggests that audio recordings of the RAVDESS dataset may
have different distributions of the AudioSet dataset. Therefore,
the parameters of a PANN need be fine-tuned to achieve good
performance on the RAVDESS classification task.

E. Discussion

In this article, we have investigated a wide range of
PANNs for AudioSet tagging. Several of our proposed PANNs
have outperformed previous state-of-the-art AudioSet tag-
ging systems, including CNN14 achieves an mAP of 0.431,
and ResNet38 achieves an mAP of 0.434, outperforming
Google’s baseline of 0.314. MobileNets are light-weight sys-
tems that have fewer multi-adds and numbers of parame-
ters. MobileNetV1 achieves an mAP of 0.389. Our adapted
one-dimensional system Res1dNet31 achieves an mAP of
0.365, outperforming previous one-dimensional CNNs includ-
ing DaiNet [31] of 0.295 and LeeNet11 [42] of 0.266. Our
proposed Wavegram-Logmel-CNN system achieves the high-
est mAP of 0.439 among all PANNs. PANNs can be used as
a pretrained model for new audio pattern recognition tasks.

PANNs trained on the AudioSet dataset were transferred to
six audio pattern recognition tasks. We show that fine-tuned
PANNs achieve state-of-the-art performance in the ESC-50,
MSOS and RAVDESS classification tasks, and approach the

state-of-the-art performance in the DCASE 2018 Task 2 and
the GTZAN classification task. Of the PANN systems, the fine-
tuned PANNs always outperform PANNs trained from scratch
on new tasks. The experiments show that PANNs have been
successful in generalizing to other audio pattern recognition
tasks with limited number of training data.

VII. CONCLUSION

We have presented pretrained audio neural networks
(PANNs) trained on the AudioSet for audio pattern recog-
nition. A wide range of neural networks are investigated to
build PANNs. We propose a Wavegram feature learnt from
waveform, and a Wavegram-Logmel-CNN that achieves state-
of-the-art performance in AudioSet tagging, archiving an mAP
of 0.439. We also investigate the computational complexity
of PANNs. We show that PANNs can be transferred to a
wide range of audio pattern recognition tasks and outperform
several previous state-of-the-art systems. PANNs can be useful
when fine-tuned on a small amount of data on new tasks.
In the future, we will extend PANNs to more audio pattern
recognition tasks.
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