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ABSTRACT

Existing contrastive learning methods for anomalous sound
detection refine the audio representation of each audio sam-
ple by using the contrast between the samples’ augmentations
(e.g., with time or frequency masking). However, they might
be biased by the augmented data, due to the lack of physi-
cal properties of machine sound, thereby limiting the detec-
tion performance. This paper uses contrastive learning to re-
fine audio representations for each machine ID, rather than
for each audio sample. The proposed two-stage method uses
contrastive learning to pretrain the audio representation model
by incorporating machine ID and a self-supervised ID classi-
fier to fine-tune the learnt model, while enhancing the rela-
tion between audio features from the same ID. Experiments
show that our method outperforms the state-of-the-art meth-
ods using contrastive learning or self-supervised classifica-
tion in overall anomaly detection performance and stability
on DCASE 2020 Challenge Task2 dataset.

Index Terms— Anomalous sound detection, metadata in-
formation, contrastive learning, self-supervised learning

1. INTRODUCTION

Anomalous sound detection (ASD) aims to detect the un-
known anomalous sounds with only normal sounds available
in training [1–7]. It has the potential in acoustic scene mon-
itoring [3], quality assurance [8], and artificial intelligence-
based factory automation [5]. Due to the unavailability of
anomalous sounds, the audio feature acquisition and repre-
sentation of normal sounds is key to distinguishing the normal
and unknown anomalous sounds [9, 10].

To learn the audio representation, early methods employ
auto-encoder for reconstructing the input audio feature (i.e.,
log-Mel spectrogram) and employ the reconstruction error as
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the anomaly score for anomalous sound detection [1,2]. How-
ever, these methods often ignore the use of metadata about au-
dio files that can describe the states or properties of machines,
e.g., machine ID. The operating sounds of machines with dif-
ferent IDs often have unique characteristics reflecting the dif-
ference between machines. In this case, the learnt audio rep-
resentation may be degraded by the difference between ma-
chines of different IDs under the same machine type, which
can limit the detection performance [3, 9].

As a solution, the self-supervised classification methods
[3, 4] employ machine IDs accompanying the machine sound
as labels to improve the learning of audio features from dif-
ferent IDs, which may offer better performance [3]. How-
ever, these methods do not effectively enhance the inter-class
relation between audio features with the same machine ID.
As a result, the learnt features may not be sufficiently fine-
grained for anomalous sound detection. These methods may
perform differently even for machines of the same type, lead-
ing to instability for anomaly detection [4, 9]. In our recent
work, we have further improved the performance and stabil-
ity of the self-supervised classification method by introducing
the spectral-temporal feature, i.e., STgram [9]. However, the
inter-class relation between the learnt features from the same
ID is rarely considered. Thus, the normal and anomalous
sounds from the same ID cannot be well distinguished. The
learnt feature still has the potential to be further improved.
Recent studies in image representation learning indicate that
contrastive learning may perform better for feature learning
than self-supervised classification methods [11,12], and could
help enhance the inter-class relation between samples [12].

Following the success of contrastive learning in image
representation, e.g., SimCLR [11], contrastive learning has
also been introduced for audio representation in recent ASD
studies [13, 14], where each audio signal is represented with
audio embeddings using data augmentation (e.g., time mask-
ing, frequency masking). More specifically, the embeddings
from the same audio signal are moved closer together, while
the embeddings from different machine sounds are moved



(a) Training procedure of the proposed CLP-SCF method. (b) Different model structures in two stages.

Fig. 1. Framework of the proposed CLP-SCF method, where the training procedure includes two phases: contrastive learning
based pretraining and self-supervised classification based fine-tuning. Different model structures are adopted in these two
stages. In the pretraining stage, the model consists of a backbone module (i.e., STgram-MFN [9]) for audio feature extraction
and a projector module P for audio feature embedding. In the fine-tuning stage, a self-supervised classifier C is used in addition
to the backbone and projector modules for fine-tuning the model.

away from each other via contrastive processing, when learn-
ing the audio feature representation of the normal sounds.
However, in practice, the embeddings of these audio signals
may still be far away from each other. In other words, these
methods can only learn general representation of normal ma-
chine sounds, which may not be fine-grained enough to dis-
tinguish the anomalous sounds from the normal sounds.

In this paper, we introduce contrastive learning to exploit
the latent relation between the machine sound and its cor-
responding metadata (machine ID), and present a two-stage
training method for representation learning of audio features
in anomalous sound detection by combining contrastive learn-
ing based pretraining and self-supervised classification based
fine-tuning (CLP-SCF). In our method, a backbone module
(i.e., STgram-MFN [9]) is employed for audio feature extrac-
tion, and a multi-layer perception (MLP) is adopted to map
the extracted audio feature to the audio embedding for con-
trastive learning. In the pretraining stage, a metadata-based
contrastive learning (CL-Meta) loss is introduced for fine-
grained feature learning, which not only increases the intra-
class difference between audio features from different IDs by
pushing their audio embeddings away from each other, but
also enhances the inter-class relation between audio features
from the same ID by clustering their audio embeddings to-
gether. In the fine-tuning stage, a self-supervised ID classifier
is adopted to fine-tune our model by distinguishing the audio
features of different IDs to further enhance the distinguishing
ability of the learnt audio representation. Experiments con-
ducted on DCASE 2020 dataset [1] show that the proposed
method outperforms the state-of-the-art methods in both de-
tection performance and stability.

2. PROPOSED METHOD

This section presents the proposed two-stage CLP-SCF
method in detail. The overall framework and the training pro-

cedure are shown in Fig. 1. In our method, a novel metadata-
based contrastive learning (CL-Meta) loss is introduced for
audio feature pretraining, and a self-supervised classifier is
then adopted for fine-tuning the model to learn improved
audio representation. Our model includes a backbone mod-
ule (i.e., STgram-MFN [9]) for audio feature extraction and
an MLP projector module to obtain audio embeddings, with
different structures in two stages as shown in Fig. 1(b).

2.1. Contrastive Learning Based Pretraining

In the pretraining stage, a novel metadata-based contrastive
learning (CL-Meta) loss is introduced for audio feature pre-
training. As the learnt feature captures the relation between
audio signals and their corresponding machine IDs, it offers
a better ability to identify the sound from different IDs and
enhance the relation between sounds from the same ID.

Supposing X = [x1, · · · ,xi, · · · ,xN ] is a set of input
audio signals that includes N machine sounds. We select the
i-th machine sound xi (1 ≤ i ≤ N ) as the anchor, and build
the contrast with the remaining (N − 1) audio signals. The
machine ID label of xi, defined as li, and its audio embedding
zi ∈ RD can be extracted via the backbone and the projec-
tor modules, as shown in Fig. 1. For the remaining (N − 1)
audio signals xj (1 ≤ j ≤ N, j ̸= i), we can obtain their cor-
responding ID label lj and audio embedding zj in the same
way. For contrastive learning, we can use the cosine similar-
ity score defined in terms of the audio embeddings zi and zj
as

si,j =
z⊤
i ∗ zj

∥zi∥2∥zj∥2
(1)

where ∗ denotes matrix multiplication, ⊤ represents transpo-
sition operation, and ∥ · ∥2 is the l2-norm function.

To capture the relation of the audio embeddings from the
same ID and distinguish audio embeddings from different
IDs, the cosine similarity score of audio embeddings from



the same ID is expected to be maximized, whereas the cosine
similarity score of the embeddings from different IDs to be
minimized. Therefore, following [12], our CL-Meta loss for
audio feature learning can be defined as

LCL-Meta=− 1

N

N∑
i=1

1

|K(i)|
∑

k∈K(i)

log
exp(si,k/τ)∑N
j ̸=i exp(si,j/τ)

(2)

where τ is the temperature scalar to scale the cosine simi-
larity scores, which is used to enlarge the distance between
audio embeddings from different IDs. K(i) = {k|1 ≤ k ≤
N, and k ̸= i, li= lk} denotes the set of indexes that have the
same ID as audio index i. k is an index from K(i), and |K(i)|
represents the number of indexes in K(i).

With the contrastive learning loss Eq. (2), we can ob-
tain a more effective audio representation to enhance the rela-
tion between sound from the same ID and the difference be-
tween different machine sounds. We can then use the learnt
model parameters for the initialization of the model in the
fine-tuning stage.

2.2. Self-supervised Classification Based Fine-tuning

With the pretrained audio representation, we then fine-tune
our model by a self-supervised ID classifier with ArcFace loss
[15] to further enhance the distinguishing ability of the learnt
audio representation.

Note that, a different model structure is applied in this
stage as illustrated in Fig. 1 (a) and (b), where a simple classi-
fier is introduced after the projector to learn the latent feature
hi from the audio embedding zi for ID prediction. Then, fol-
lowing [9], we employ the self-supervised classification loss,
i.e., ArcFace loss [15] for the model fine-tuning, which can
further improve the ability to distinguish the audio features
from different IDs. The ArcFace loss is calculated as

LArcFace = ArcFace(hi, li). (3)

For the anomalous sound detection, we use the proposed
CLP-SCF method to predict the ID of an estimated ma-
chine sound, and calculate the negative log probability of
the estimated machine sound and its corresponding ID as
the anomaly score for anomalous sound detection. That
is, a normal sound is less likely to be predicted as a non-
corresponding ID. Therefore, in the inference stage, if the
predicted ID differs from the actual ID, it will be considered
an anomalous sound.

3. EXPERIMENTS AND RESULTS

3.1. Experimental Setup

Dataset Following [9], our CLP-SCF method is evaluated on
the DCASE 2020 Challenge Task2 development and addi-
tional datasets, which include four machine types (i.e., Fan,

Pump, Slider and Valve) from the MIMII dataset [16] and
two machine types (i.e., ToyCar and ToyConveyor) from the
ToyADMOS dataset [17]. Each machine type has seven dif-
ferent machines, except for ToyConveyor, which only has six
different machines. Therefore, we have audio signals from
41 different machines (41 ID labels), where each audio signal
is around 10 seconds. The training data of the development
dataset and the additional dataset are combined as the training
set, and our model is trained for all machine IDs. The normal
and anomalous sound from the test data of the development
dataset is adopted for model evaluation.

Note that in our experiments, the DCASE 2022 Challenge
Task2 dataset [5] was not used since it is designed to investi-
gate domain shift, where the distribution of audio features of
machine sounds may change from the known source domain
to the unknown target domain. This is out of the scope of our
work here, as we address the audio representation of sounds
under known status. Therefore, we use DCASE 2020 dataset
instead in our experiments.
Implementation Details In the pretraining stage, we ran-
domly select 6 machine sounds from each ID to construct the
set of input audio signals with the batch size of 246 (41× 6),
which is used to build the contrast for the signals from all ID
labels. Adam optimizer [18] with a learning rate of 0.0005 is
used for model optimization, and the model is pretrained with
100 epochs. The temperature score τ in Eq. (2) is empirically
selected as 0.05 following [12].

In the fine-tuning stage, the batch size is converted to 128,
the learning rate is set as 0.0001, and our model is fine-tuned
with 300 epochs. For the self-supervised classification, the
margin and scale hyper-parameters of the ArcFace loss are
set as 1.0 and 30, respectively. Note that, the cosine annealing
strategy is adopted as the learning rate decay schedule in both
stages [19].
Performance Metrics Following [1–4,9], we employ the area
under the receiver operating characteristic curve (AUC) and
the partial-AUC (pAUC) for performance evaluation. Here,
pAUC denotes the AUC value over a low false-positive rate
range [0, p], where p is set as 0.1 following [1,9]. Meanwhile,
minimum AUC (mAUC) is also adopted for detection stability
evaluation, which reflects the worst detection performance of
the machines from the same machine type [4, 9].

3.2. Performance Comparison

To show the performance of the proposed CLP-SCF, we com-
pare our method with the state-of-the-art methods on DCASE
2020 Task2 dataset, including IDNN [2], MobileNetV2 [3],
Glow Aff [4], STgram-MFN (ArcFace) [9] and AADCL [13].
Here, IDNN is the AE-based method without machine in-
formation, and MobileNetV2, Glow Aff, and STgram-MFN
(ArcFace) are the state-of-the-art self-supervised classifica-
tion methods that also adopt machine ID for anomaly detec-
tion. The AADCL is the method using contrastive learning



Table 1. Performance comparison in terms of AUC (%) and pAUC (%) on the test data of the development dataset.

Methods Fan Pump Slider Valve ToyCar ToyConveyor Average

AUC pAUC AUC pAUC AUC pAUC AUC pAUC AUC pAUC AUC pAUC AUC pAUC

IDNN [2] 67.71 52.90 73.76 61.07 86.45 67.58 84.09 64.94 78.69 69.22 71.07 59.70 76.96 62.57
MobileNetV2 [3] 80.19 74.40 82.53 76.50 95.27 85.22 88.65 87.98 87.66 85.92 69.71 56.43 84.34 77.74

Glow Aff [4] 74.90 65.30 83.40 73.80 94.60 82.80 91.40 75.00 92.20 84.10 71.50 59.00 85.20 73.90
STgram-MFN (ArcFace) [9] 94.04 88.97 91.94 81.75 99.55 97.61 99.64 98.44 94.44 87.68 74.57 63.60 92.36 86.34

AADCL [13] 85.27 68.93 86.75 70.85 77.74 61.62 68.62 55.03 88.79 75.95 71.26 57.40 79.74 64.96
CLP-SCF 96.98 93.23 94.97 87.39 99.57 97.73 99.89 99.51 95.85 90.19 75.21 62.79 93.75 88.48

Table 2. Performance comparison in terms of mAUC (%).
Methods STgram-MFN (ArcFace) [9] CLP-SCF

Fan 81.39 88.27
Pump 83.48 87.27
Slider 98.22 98.28
Valve 98.83 99.58

ToyCar 83.07 86.87
ToyConveyor 64.16 65.46

Average 84.86 87.62

to learn audio representation via data augmentation, without
exploring the relation between machine sound and its corre-
sponding metadata. The results are shown in Table 1.

Our proposed method can achieve the best performance
in terms of average AUC and average pAUC on all machine
types, which provides 1.39% and 2.14% improvements in
terms of average AUC and average pAUC, respectively, over
the second best method, i.e., STgram-MFN (ArcFace), which
is the backbone of our method. Except for the pAUC perfor-
mance on ToyConveyor, the proposed method offers better
detection performance in terms of both AUC and pAUC for
all machine types, than the state-of-the-art self-supervised
classification methods that also adopt machine IDs as self-
supervision labels, and the contrastive learning based ASD
method, i.e., AADCL.

3.3. Detection Stability

Table 2 presents the mAUC performance of our CLP-SCF,
as compared with that of STgram-MFN (ArcFace) [9]. The
study in [9] significantly improved the detection stability and
performance via its proposed spectral-temporal fusion fea-
ture (STgram). From Table 2, we can see that our proposed
method can further improve detection stability with signifi-
cant improvement in mAUC for all machine types, especially
for the machine types of Fan, Pump, and ToyCar. The results
from Tables 1 and 2 verify the effectiveness of the proposed
method for improving detection performance and stability.

To illustrate the effect of the learnt audio feature repre-
sentation, Fig. 2 shows the t-distributed stochastic neighbour
embedding (t-SNE) cluster visualization of the latent features
of these two methods, where we can see that our method
shows better distinguishing ability. For example, compared to
STgram-MFN (ArcFace), the proposed method significantly
reduces the overlapping between the normal and anomalous
latent features of “ID 00” and “ID 02” in Fig. 2. The re-

(a) STgram-MFN (ArcFace) [9]

(b) Proposed CLP-SCF

Fig. 2. The t-SNE visualization of STgram-MFN (Arc-
Face) [9] and the proposed CLP-SCF for the machine type
Fan. (a) denotes the latent feature distribution obtained using
the STgram-MFN (ArcFace) method. (b) denotes the latent
feature distribution obtained using the proposed CLP-SCF
method. The symbol “•” and “×” denote normal and anoma-
lous sound classes, respectively. The normal and anomalous
latent feature distributions for “ID 00” and “ID 02” are high-
lighted by the red contours.

sult further demonstrates the effectiveness of the proposed
method.

4. CONCLUSION

In this paper, we have studied the relation between the
metadata and the machine sound in audio representation for
anomalous sound detection. We have presented a two-stage
method to improve the quality of the audio representation,
which consists of model pretraining using the metadata-based
contrastive learning in the first stage, and model fine-tuning
using the self-supervised ID classification in the second stage.
Experiments show that the proposed method achieves better
detection performance than the state-of-the-art methods.
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