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Talk Details 

Talk 1:  

Title:  

Challenges and Requirements in the field of Audio from Huawei 

Abstract: 

Introduction of the Consumer Business Group in Huawei and also the Audio Dept., then the 

challenges and our requirements in the field of Audio from Huawei CBG. Finally, some student 

technology competitions co-organized by Huawei in China will be showcased. 

Speaker Bio:  

Mengyao Zhu received the B.S. and Ph.D. degrees in communication and information system from 

Zhejiang University, Hangzhou, China, in 2004 and 2009, respectively. Since 2019, he has been a 

Technical Expert with Audio Department, Huawei CBG on sabbatical leave from Shanghai University, 

Shanghai, China. He is currently in charge the Spatial audio in Huawei. His research interests include 

sound field capture and reproduction, audio and speech signal processing, and circuits and system 

design of multimedia systems. In 2020 and 2021, he was the TPC Co-Chair of CSMT (Conference on 

Sound and Music Technology). In 2024, he was Vise-Director of Committee on Sound and Music 

Technology in China Audio Industry Association, and In 2025, he was Vise-Chair of Audio Standard of 

UHD World Association. 
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Talk 2:  

Title: 

Emerging Sequence Models for Audio Representation Learning and Speech Enhancement 

Abstract: 

While Transformer architectures have played a central role in audio and speech modeling, their 

quadratic complexity and limited scalability have driven the development for more efficient 

alternatives. Among these, Mamba and xLSTM stand out for their linear scalability and ability to 



model long-range dependencies effectively. In this talk, we present our recent work leveraging these 

architectures to learn general-purpose audio representations from masked spectrogram patches in a 

self-supervised manner. Both models consistently outperform Transformer-based baselines across 

ten diverse downstream tasks. Additionally, we explore their applications to speech enhancement, 

introducing a hybrid architecture that combines Mamba with multi-head attention mechanisms. This 

approach achieves superior generalization performance on challenging out-of-domain datasets. Our 

findings demonstrate the potential of these emerging sequence models to advance the state of the 

art in audio representation learning and speech enhancement. 

Speaker Bio: 

Zheng-Hua Tan is currently a Professor in the Department of Electronic Systems and a Co-Head of the 

Centre for Acoustic Signal Processing Research at Aalborg University, Aalborg, Denmark. He is also a 

Co-Lead of the Pioneer Centre for AI, Denmark. He was a Visiting Scientist at the Computer Science 

and Artificial Intelligence Laboratory, MIT, Cambridge, USA, an Associate Professor at the Department 

of Electronic Engineering, SJTU, Shanghai, China, and a postdoctoral fellow at the AI Laboratory, 

KAIST, Daejeon, Korea. His research interests include machine learning, deep learning, noise-robust 

speech processing, and multimodal signal processing. He has (co)-authored over 280 refereed 

publications. His works have been recognized by the prestigious IEEE Signal Processing Society 2022 

Best Paper Award and International Speech Communication Association 2022 Best Research Paper 

Award. He was the elected Chair of the IEEE Signal Processing Society Machine Learning for Signal 

Processing Technical Committee (MLSP TC) from 2021-2022. He is a Member of Speech and Language 

Processing TC. He is the Lead Editor for IEEE Journal of Selected Topics in Signal Processing Inaugural 

Special Series on AI in Signal and Data Science. He served as an Associate Editor for IEEE/ACM 

Transactions on Audio, Speech and Language Processing, Computer Speech and Language, Digital 

Signal Processing, and Computers and Electrical Engineering. He is the General Chair for ICASSP 2029 

and a TPC Co-Chair for ICASSP 2028. He was a TPC Vice-Chair for ICASSP 2024, the General Chair for 

IEEE MLSP 2018 and a TPC Co-Chair for IEEE SLT 2016. 
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Talk 3:  

Title: 

LLMs for Audio Intelligence: From Understanding to Generation 

Abstract: 



Recent advances in large language models (LLMs) have shown their potential beyond text, enabling 

new paradigms for reasoning and content creation across modalities. This talk will present our efforts 

in extending LLMs to audio understanding and generation. It will first introduce our work on Acoustic 

Prompt Tuning (APT), which adapts LLMs for audio perception tasks. This talk will then discuss 

WavCraft, an open-source agent for controllable and expressive audio editing and synthesis. 

Together, these works highlight a unified perspective on how LLMs can be leveraged for audio 

intelligence, paving the way toward foundational models that can understand, reason about, and 

generate audio content by following user instructions. 

Speaker Bio: 

Jinhua Liang is a PhD researcher at Queen Mary University of London, advised by Dr. Emmanouil 

Benetos, Dr. Huy Phan, and Prof. Mark Sandler. His research focuses on multimodal learning for audio 

intelligence, with the mission of enabling machines to “hear” real-world sounds by integrating audio 

signals with knowledge from other modalities, and to “create” audio in a controllable and expressive 

way. He is an active member of the Detection and Classification of Acoustic Scenes and Events 

(DCASE) community and co-organized DCASE Task 5, Few-shot Bioacoustic Event Detection, in 2024. 
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Talk 4:  

Title:  

Language Queried Audio Source Separation 

Abstract:  

Language-queried audio source separation (LASS) is a paradigm that we proposed recently for 

separating sound sources of interest from an audio mixture using a natural language query. The 

development of LASS systems offers intuitive and scalable interface tools that are potentially useful 

for digital audio applications, such as automated audio editing, remixing, and rendering. In this talk, 

we will introduce present our two newly developed LASS algorithms, AudioSep and FlowSep. 

AudioSep is a foundational model for open-domain audio source separation driven by natural 

language queries. It employs a query network and a separation network to predict time-frequency 

masks, enabling the extraction of target sounds based on text prompts. The model was trained on 

large-scale multimodal datasets and evaluated extensively on numerous tasks including audio event 

separation, musical instrument separation, and speech enhancement. FlowSep is a new generative 

model for LASS based on rectified flow matching (RFM), which models linear flow trajectories from 

noise to target source features within the latent space of a variational autoencoder (VAE). During 

inference, the RFM-generated latent features are used to reconstruct a mel-spectrogram through the 



pre-trained VAE decoder, which is then passed to a pre-trained vocoder to synthesize the waveform. 

After this, we will discuss the datasets and performance metrics we developed for evaluating the 

LASS systems, and the organisation of Task 8 of DCASE 2024 international challenge, building on the 

AudioSep model. Finally, we conclude the talk by outlining potential future research directions in this 

area.  

Speaker Bio: 

Wenwu Wang is a Professor in Signal Processing and Machine Learning, Associate Head of External 

Engagement, School of Computer Science and Electronic Engineering, University of Surrey, UK. He is 

also an AI Fellow at the Surrey Institute for People Centred Artificial Intelligence. His current research 

interests include signal processing, machine learning and perception, artificial intelligence, machine 

audition (listening), and statistical anomaly detection. He has (co)-authored over 300 papers in these 

areas. His work has been recognized with more than 15 accolades, including the 2022 IEEE Signal 

Processing Society Young Author Best Paper Award, ICAUS 2021 Best Paper Award, DCASE 2020 and 

2023 Judge’s Award, DCASE 2019 and 2020 Reproducible System Award, and LVA/ICA 2018 Best 

Student Paper Award. He is a Senior Area Editor (2025-2027) of IEEE Open Journal of Signal 

Processing and an Associate Editor (2024-2026) for IEEE Transactions on Multimedia. He was a Senior 

Area Editor (2019-2023) and Associate Editor (2014-2018) for IEEE Transactions on Signal Processing, 

and an Associate Editor (2020-2025) for IEEE/ACM Transactions on Audio Speech and Language 

Processing. He is Chair (2025-2027) of the EURASIP Technical Area Committee on Acoustic Speech 

and Music Signal Processing, an elected Member (2021-2026) of the IEEE SPS Signal Processing 

Theory and Methods Technical Committee. He was the elected Chair (2023-2024) of IEEE Signal 

Processing Society (SPS) Machine Learning for Signal Processing Technical Committee, and a Board 

Member (2023-2024) of IEEE SPS Technical Directions Board. He has been on the organising 

committee of INTERSPEECH 2022, IEEE ICASSP 2019 & 2024, IEEE MLSP 2013 & 2024, and SSP 2009. 

He is Technical Program Co-Chair of IEEE MLSP 2025. He has been an invited Keynote or Plenary 

Speaker on more than 20 international conferences and workshops. 
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Talk 5:  

Title: 

Producing Listenable Explanations for Audio Models 

Abstract:  

I will talk about our recent works on producing explanations for Audio Models. Deep Learning 

Models are good when it comes to getting good performance out of them, but they are typically 

black-box models. Our goal in this line of work is to develop listenable explanation methods for 



black-box audio models, without compromising any performance from our original black-box. We 

show through several metrics that the produced explanations through our methods remain faithful 

to the original model and we also show that they are indeed listenable and understandable. 

Speaker Bio:  

Cem Subakan is an assistant professor in Laval University, Computer Science and Software 

Engineering Department, an affiliate assistant Professor in Concordia University and an associate 

academic member in Mila-Québec AI Institute. He completed his PhD (in University of Illinois at 

Urbana-Champaign (UIUC), and later did a postdoc in Mila. He has extensive research experience in 

speech and audio  and is the leader of source separation part of the highly popular (>9k stars on 

GitHub) Speech toolkit SpeechBrain. He is an associate member of IEEE Machine Learning for Signal 

Processing Technical Committee, and he is general chair of 35th IEEE Machine Learning for Signal 

Processing conference in 2025. He has published papers in venues such as ICML, NeurIPS, ICASSP, 

Interspeech, TASL, WASPAA, and MLSP. He won the best student paper in the 2017 version of MLSP 

conference, and was nominated for a best paper award in 2023 in Interspeech. 
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Challenges in the Audio Field of Huawei
Zhu Mengyao, Huawei



向上捅破天，向下扎到根

• 用户体验 Experience

• 技术 Technology
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Emerging Sequence Models for Audio 
Representation Learning and Speech Enhancement

@Industr ia l-Academic Joint Workshop on Emerging Problems and 
Methods in Audio, Speech and Language Processing at MLSP 2025

31.08.2025

with Sarthak Yadav and Nikolai Lund Kühne

Prof. Zheng-Hua Tan
Department of Electronic Systems 

Aalborg University, Denmark



Gu, A., & Dao, T. (2023). Mamba: Linear-time sequence modeling with selective state spaces. arXiv preprint arXiv:2312.00752.

31.08.2025

Mamba (a.k.a. S6: : Selective Structured State Space Sequence models 
with a Scan)

• Mamba dynamically adjusts its internal parameters, ∆, #, $, %, based on the input at each time 
step &, i.e., the model doesn’t use fixed weights for all inputs but selectively adapts them. 

• It uses a fully recurrent architecture, processing sequences step-by-step but still retaining the 
ability to model long-term dependencies.

• Achieves high performance through a hardware aware parallel scan.



Gong, Y., Lai, C. I., Chung, Y. A., & Glass, J. (2022, June). Ssast: Self-supervised audio spectrogram transformer. In Proceedings of the 
AAAI Conference on Artificial Intelligence.

31.08.2025

Self-supervised audio spectrogram transformer (SSAST)

• Autoencoder with masked input. 

• Encoder: Get contextual 
representations using a Vision 
Transformer (ViT).

• Decoder: Reconstruct the masked 
patches usually using MLP (can be 
a transformer).

• Loss: MSE between patches that 
were masked and corresponding 
reconstructions from the decoder.



Yadav, S., & Tan, Z. H. (2024). Audio Mamba: Selective State Spaces for Self-Supervised Audio Representations. Interspeech 2024.

31.08.2025

Audio Mamba: selective state spaces for self-supervised audio 
representations 

• Compare with the well-established self-supervised audio spectrogram transformer (SSAST) 



Beck, M., Pöppel, K., Spanring, M., Auer, A., Prudnikova, O., Kopp, M., ... & Hochreiter, S. (2024). xlstm: Extended long short-term 
memory. Advances in Neural Information Processing Systems, 37.

xLSTM: Extended long short-term memory

31.08.2025

• Introduces exponential gating (i.e., exponential activations on input and forget gates, instead 
of sigmoid) to better revise storage decisions.

• A normalizer state for better stability.
• 2 building blocks

• sLSTM: 
• improved memory mixing -> mixing within ”heads” but not across them
• Not parallelizable

• mLSTM:
• enhances storage capacity by using a matrix cell state %∈ℝ^()×)) instead of a scalar
• No memory mixing -> parallelizable cell update



Yadav, S., Theodoridis, S., & Tan, Z. H. (2025). AxLSTMs: learning self-supervised audio representations with xLSTMs. In Proc. 
Interspeech 2025.

31.08.2025

AxLSTMs: Model architecture



31.08.2025

AxLSTMs: experimental results

• Pretrained on AudioSet, AxLSTMs outperform comparable self-supervised audio 
spectrogram transformer (SSAST) baselines 
• by up to 25% in relative performance across ten diverse downstream tasks while 
• having up to 45% fewer parameters. 

• Overall score: higher is better:



31.08.2025

xLSTM-SENet: xLSTM for Single-Channel Speech Enhancement

• We propose the 1st xLSTM-based speech enhancement system [1], following MP-SENet [2].
• Architecture:

[1] N. L. Kühne, J. Østergaard, J. Jensen, and Z.-H. Tan, “xlstm-senet: xlstm for single-channel speech enhancement,” In Proc. 
Interspeech 2025.
[2] Y.-X. Lu, Y. Ai, and Z.-H. Ling, “Mp-senet: A speech enhancement model with parallel denoising of magnitude and phase spectra,” in 
INTERSPEECH, 2023, pp. 3834–3838.



31.08.2025

xLSTM-SENet: experimental results

• Performance on VoiceBank+Demand

• Match the performance of SOTA Conformer and Mamba models

N. L. Kühne, J. Østergaard, J. Jensen, and Z.-H. Tan, “xlstm-senet: xlstm for single-channel speech enhancement,” In Proc. Interspeech 
2025.



Kühne, N.L., Jensen, J., Østergaard, J. and Tan, Z.H., 2025. MambAttention: Mamba with Multi-Head Attention for Generalizable Single-
Channel Speech Enhancement. arXiv preprint arXiv:2507.00966.

31.08.2025

MambAttention: Mamba with multi-head attention for generalizable 
single-channel speech enhancement

• Motivation: Self-attending RNNs have shown improved generalization performance over pure 
recurrent models.

• Combine Mamba with a shared multi-head attention module across time and frequency 
dimensions.



Kühne, N.L., Jensen, J., Østergaard, J. and Tan, Z.H., 2025. MambAttention: Mamba with Multi-Head Attention for Generalizable Single-
Channel Speech Enhancement. arXiv preprint arXiv:2507.00966.

31.08.2025

MambAttention – cont’d 

• All models trained exactly in the same framework using the VB-DemandEx dataset, only 
neural architectures differ.

• MambAttention significantly outperforms SOTA systems on the out-of-domain test sets 
across all reported evaluation metrics.

In-Domain                                                   Out-Of-Domain                         

Noisy                  xLSTM                      Conformer              MambAttention                         Clean 
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Conclusions 

• For audio representation learning
• both SSAM and AxLSTM outperform comparable transformer baselines, while having 

fewer parameters
• SSAM > AxLSTM >> SSAST

• For speech enhancement
• xLSTM and Mamba match or outperform in-domain performance of attention-based 

models (Conformer).
• Combining Mamba and xLSTM with multi-head attention yields significant improvements 

in generalization/out-of-domain performance.

• xLSTM is memory hungry and slower compared to Mamba and Transformer, in our settings



31.08.2025

Thank you for your attention.

Thank my co-authors as cited in slides.



LLMs for Audio Intelligence: From 

Understanding to Generation

By Jinhua Liang

September 1, 2025



Before start…
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I am a final-year Ph.D. candidate advised by Dr. Emmanouil Benetos, Dr. Huy Phan, and Prof. Mark 
Sandler, at Centre for Digital Music (C4DM), Queen Mary University of London. My research interests are 
spanning from audio/speech/music understanding, controllable audio generation, multimodal representation 
learning.

Great thanks to my collaborators:
Emmanouil Benetos (Queen Mary University of London)
Huan Zhang (Queen Mary University of London)
Xubo Liu (Meta)
Huy Phan (Meta)
Haohe Liu (Meta)
Mark D. Plumbley (University of Surrey)
Wenwu Wang (University of Surrey)
Qiuqiang Kong (Chinese University of Hong Kong)
Yin Cao (Xi'an Jiaotong-Liverpool University)
Dan Stowell (Tilburg University)
Zhuo Chen (ByteDance)
Yuxuan Wang (ByteDance)
Sebastian Braun (Microsoft Research)
Hannes Gamper (Microsoft Research)
Ivan Tashev (Microsoft Research)



Learning large language models to “hear” the sound

Background: Motivation of learning a sound describer

3

• Trained on a broad range of audio tasks
• Describe sound in human language
• Following complex instructions
• Approachable to the user.

• Trained on the task-specific dataset(s)

• Require a predefined set of sound events

• Less practical in the real-world application

What’s “wrong” with closed-end classifiers?

This highlights the study on interacting with sounds using natural language 
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What is a Large Language Model (LLM)?
- LLM, such as ChatGPT, learns to predict 
next token with massive textual tokens

What is multi-modal LLM?
- A generative network that predicts the next 
token conditioned on image/video/audio.

Why multi-modal LLM?
- Leverage knowledge within LLMs
- Explore Homogeneity across tasks

[1] Radford et al., 2018

[2] https://jalammar.github.io/illustrated-gpt2/

Fig 1. Overall framework of Generative Pre-trained Transformer 2 (GPT-2) [1]. 
(img borrowed from @JayAlammar[2] )

Learning large language models to “hear” the sound

Background: Revisit language modelling



What is a Large Language Model (LLM)?
- LLM, such as ChatGPT, learns to predict 
next token with massive textual tokens

What is multi-modal LLM?
- A generative network that predicts the next 
token conditioned on image/video/audio + text.

Why multi-modal LLM?
- Leverage knowledge within LLMs
- Explore Homogeneity across tasks

Fig 2. Overall structure of LLAVA [2]

[1] Radford et al., 2018

[2] https://jalammar.github.io/illustrated-gpt2/

[3] Liu et al., 2023 

Fig 1. Overall framework of Generative Pre-trained Transformer 2 (GPT-2) [1]. 
(img borrowed from @JayAlammar[2] )
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Learning large language models to “hear” the sound

Background: Revisit language modelling

https://jalammar.github.io/illustrated-gpt2/
https://jalammar.github.io/illustrated-gpt2/
https://jalammar.github.io/illustrated-gpt2/
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Acoustic Prompt Tuning (APT): an adapter extending LLMs/VLMs to the audio domain 

using an improved soft-prompting approach  

Learning large language models to “hear” the sound

Method: Overview of APT



APT is highlighted three core designs:

2. Instruction-aware architecture

3. Learning in curriculum

1. Interleaved acoustic and text embeddings

7

Learning large language models to “hear” the sound

Method: Overview of APT



APT is highlighted three core designs:
1. Interleaved acoustic and text embeddings

3. Learning in curriculum

2. Instruction-aware architecture
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Learning large language models to “hear” the sound

Method: Overview of APT



APT is highlighted three core designs:
1. Interleaved acoustic and text embeddings

2. Instruction-aware architecture

3. Learning in curriculum
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Learning large language models to “hear” the sound

Method: Overview of APT
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We propose the natural language audio reasoning task, to 

evaluate model’s ability to analyse audio clips by comparison 

and summarisation.

Data collection

Data cleaning

Event description

Q&A Generation

Human Inspect

Accepted

Rejected

Learning large language models to “hear” the sound

Method: NLAR task setup
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APT-LLM has a promising result on 

common audio tasks without fine-

tuning on task-specific data. After 

fine-tuning for two epochs, APT-LLM 

achieves the best performance on 

downstream tasks.

Learning large language models to “hear” the sound

Discussion: Evaluation on the audio understanding tasks
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APT-LLMs yield the best performance on NLAR and zero-shot audio-visual Q&A tasks.

Learning large language models to “hear” the sound

Discussion: Evaluation on the advanced understanding tasks
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Audio editing is to change the content of audio by following the instruction precisely.

Existing works treat it as a regeneration task, overlooking the need for high-fidelity and localized 

editing.

Fig. An example of end-to-end audio editing system [1]

Instruction interpreter

Expert models

[1] Wang et al., 2023Audio generation and editing with the AI agent

Background: Revisiting the audio editing task
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Audio generation and editing with the AI agent

Method: Overview of WavCraft
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Table 1. Compared to the audio editing model on five editing tasks.
FAD: Fréchet Audio Distance, IS: Inception score, KL: kullback–leibler 

divergence, LSD: log spectral distance

Table 2. Compared to the audio generative models

Figure 1. Comparing the ability of audio storytelling

Figure 2. Overall subjective 

evaluation on audio editing quality

Figure 3. Subjective evaluation on 

the quality of edited audio 

Code & DemoAudio generation and editing with the AI agent

Discussion: Evaluation on the audio editing tasks

https://first-riddle-7e9.notion.site/WavCraft-Demo-40c079fc82ca411ca0520b9d65abd3f5


● Introduced Acoustic Prompt Tuning (APT) that enables LLMs to process audio by injecting instruction-

aware audio embeddings, supporting diverse audio tasks with minimal architectural changes.

● Curriculum learning and interleaved audio-text inputs are performed via various tasks without input

format constraints, enabling richer multi-audio reasoning.

● WavCraft is an LLM-driven audio agent that interprets user instructions and decomposes them into

subtasks, coordinating specialized models to create or edit audio content.

● It uses natural language prompts and audio descriptions to control generation and editing in a fine-

grained, interpretable, and user-friendly way.

20

LLMs for Audio Intelligence: From Understanding to Generation

Discussion: Takeaways
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Language Queried Audio Source Separation
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• Introduction
• What is language queried audio source separation (LASS)?
• Existing methods and challenges

• Two new methods
• Discriminative model: AudioSep
• Generative model: FlowSep

• Conclusions and future works

Outline

3



4

4

Language Queried Audio Source Separation

• LASS – Separate a target source from an audio mixture based on the 
natural language descriptions of the target source

• First attempt bridging audio source separation and natural language 
processing

• Support input arbitrary text to separate desired sound sources

LASS

Language Query: A bird is chirping under the thunder storm 

X. Liu, H. Liu, Q. Kong, X. Mei, J. Zhao, Q. Huang, M.D. Plumbley, and W. Wang,"Separate What You Describe: Language-Queried Audio 

Source Separation," in Proc. 23rd Interspeech Conference (INTERSPEECH 2022), 18-22 September, 2022, Incheon, Korea.
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Existing Methods and Challenges

• Existing methods

• LASS-Net (Liu et al 2022): first LASS model

• SoundFilter (Kilgour 2022): exploiting audio supervision

• CLIPSep (Dong et al. 2023): exploiting visual supervision

• Challenges 

• Small scale of data available for training

• Open-domain source separation with texts

• Overlapping sound events 

• Processing artefacts and incomplete separation
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Method 1: AudioSep

• CLAP/CLIP + ResUNet, trained with 14,000 hours of multimodal data

• A foundation model for open-domain sound separation with texts

• Impressive zero-shot performance in separating speech, music, sounds

Paper: 

Code: 

Demo: 

https://arxiv.org/pdf/2308.05037.pdf

https://huggingface.co/spaces/Audio-AGI/AudioSep

https://github.com/Audio-AGI/AudioSep
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Experimental Results

• AudioSep achieved the state-

of-the-art results on multiple 

datasets.

• Impressive zero-shot separation 

performance on MUSIC and 

ESC-50.

X. Liu, Q. Kong, Y. Zhao, H. Liu, Y. Yuan, Y. Liu, R. Xia, Y. Wang, M.D. Plumbley, and W. Wang,“Separate 

Anything You Describe" in IEEE/ACM Transactions on Audio Speech and Language Processing, vol. 33, 458--

471, 2025.
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AudioSep: Sound Demos

Human query: “The engine sound of a vehicle”

Human query: “The sound of hitting the keyboard”

Mix Separated

Mix Separated
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Method 2: FlowSep

Using the generative approaches.

Diffusion-based generation
framework with rectified flow
matching.

Separation system by generating new
audio samples with the noise clips
and text prompts as a condition.

A “New” Idea:

• Discriminative approaches.
• Time-frequency masking on

spectrogram to remove the noise
sound sources.

Existing Ideas:

• Challenging with overlapping
sound events.

• Excessive and insufficient masking
leads to artifacts, including spectral
holes and incomplete separation.

Challenges:
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FlowSep: Architecture

• Text-to-audio generation model as the backbone, Rectified Flow
Matching for feature generation.

• Extended VAE latent space to integrate the noise audio feature.

• Flan-T5 text encoder, VAE latent decoder and BigVGAN vocoder.

Y. Yuan, X. Liu, H. Liu, M.D. Plumbley, and W. Wang,“FlowSep: Language-Quried Sound Separation 

with Rectified Flow Matching" in ICASSP 2025.
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Training Data

A total of 1,680 hours of audio from various datasets for training. When 
creating the mixture audio samples, every two audio clips are not sharing 
any overlapping sound source classes. All the segments are padded or 
cropped to 10 seconds with 16kHz sampling rate, and we mix two 
waveforms with a random SNR between -15 and 15 dB. 

• AudioCaps: 

• One of the largest publicly available audio captioning dataset, containing 
49837 10-second audio clips with human annotated captions.  

• VGGSound:

• Audio dataset with 200,000 audio clips. Each sample has a duration of 10 
seconds and annotated with labels. 

• WavCaps

• Large-scale audio dataset with weakly-labelled captions generated with 
LLM. We only use the samples less than 10 seconds and collected a total of 
400,000 clips.  
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Evaluation Data

• VGGSound: 

• 2000 mixtures generated from a group of 200 clean and distinct audio 
samples, mixed with random LUFS loudness between -35 and -25 dB. 

• ESC-50:

• 2000 mixtures with a SNR at 0 dB.  

• AudioCaps:

• 928 samples by mixing the audio from testing set under random SNR 
between -15 and 15 dB. 

• DCASE2024 Task 8:

• DCASE-Synth includes 3000 mixtures from 1000 selected audio clips under an 
SNR between -15 and 15 dB.

• DCASE-Real consists of 100 audio clips from read-world scenarios. 
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Experimental Results

• Unlike discriminative network that modify the original audio clips, 
generated results do not strictly align with the target audio sample in the 
temporal dimension. 

• Hence, traditional objective metrics are not suitable for evaluating 
generative models based separation methods. 

• We apply FAD, CLAPScore and CLAPScoreA  from generative tasks to 
evaluate the performance. 
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FlowSep - Demos

• Baseline models show incomplete separation with noticeable spectral gaps.

• FlowSep demonstrates promising capabilities in such situations. 

• More demos please refer to  https://audio-agi.github.io/FlowSep_demo/. 

Y. Yuan, X. Liu, H. Liu, M.D. Plumbley, and W. Wang, “FlowSep: Language-Quried Sound Separation with 

Rectified Flow Matching" in ICASSP 2025.

https://audio-agi.github.io/FlowSep_demo/
https://audio-agi.github.io/FlowSep_demo/
https://audio-agi.github.io/FlowSep_demo/
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DCASE Challenge –Task 10

https://dcase.community/challenge2024/task-language-queried-audio-source-separation
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Possible Future Directions

Conclusions:

● Language queried audio source separation offers tools for 
users to control which sound to be separated from the sound 
mixtures, using language-based queries. 

● Both discriminative (AudioSep) and generative approaches 
(FlowSep) have been developed, offering state-of-the-art 
performance.

Future directions:

● Leverage generative models (e.g., diffusion models) to 
improve the perceptual quality of separated sounds.

● Explore advanced reasoning capabilities of LLMs for LASS 
(e.g., separating complex queries like "the second sound" or 
"annoying sounds").

● Apply self-supervised techniques (e.g., MixIT) for pre-training 
to enhance separation performance.
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Take Away

AudioSep: 
Code/paper/demo: 
• DCASE 2024 Task 9: “Language-Queried Audio Source Separation”

• GitHub: https://github.com/Audio-AGI/AudioSep

• HuggingFace: https://huggingface.co/spaces/Audio-AGI/AudioSep

• Media coverage:

FlowSep: 
Paper/Code/Demo: 
https://audio-agi.github.io/FlowSep_demo

My contact: 

Email: w.wang@surrey.ac.uk

Web: https://personalpages.surrey.ac.uk/w.wang/

https://github.com/Audio-AGI/AudioSep
https://github.com/Audio-AGI/AudioSep
https://github.com/Audio-AGI/AudioSep
https://huggingface.co/spaces/Audio-AGI/AudioSep
https://huggingface.co/spaces/Audio-AGI/AudioSep
https://huggingface.co/spaces/Audio-AGI/AudioSep
https://audio-agi.github.io/FlowSep_demo
https://audio-agi.github.io/FlowSep_demo
https://audio-agi.github.io/FlowSep_demo


Explainability for Audio Models 

Cem Subakan



Classifier
Glass 
Breaking

Why?
ClassifierInput audio Classification

Explainer Explanation

Listenable Posthoc Explanations for Audio Classifiers

Desiderata: Faithful, Listenable, Understandable Explanations

Explainability in Decision Critical Applications (e.g. Healthcare, DeepFake detection)



F. Paissan, M. Ravanelli, C. Subakan; ICML 2024 (Oral) 

Faithful & Understandable Explanations!

Listenable Maps for Audio Classifiers (L-MAC)



Improves the Sound Quality Improves the Faithfulness (for the most part)

E. Mancini, F. Paissan, M. Ravanelli, C. Subakan; Submitted to ICASSP 2025

L-MAC in Time Domain



Contrastive Training Zero Shot Classification

Elizalde et al., CLAP: Learning Audio Concepts from Natural Language Supervision, ICASSP 2023

Zero-Shot Audio Classification



And still faithful..

F. Paissan, L. Della Libera, M. Ravanelli, C. Subakan, NeurIPS 2024

LMAC-ZS: Listenable Maps for Zero-Shot Audio Classifiers



- Posthoc methods are great! Works (faithful / listenable) on unimodal and multimodal models. 
- But can we create explainable models? 

- Explainable LLMs? (Interspeech 2025) 

-
-
-
-
-
- Explainable multimodal models? 

- Posthoc explanation methods for Audio Language Models.

- Controllable Recommendation Systems

Ongoing Work: Explainable MLSP



Scrutable Audio / Multimodal RecSys

F. Oncel, E. Penaloza. H. Wu, S. Gupta, M. 
Ravanelli, L. Charlin., C.Subakan; Audio 
Prototype Network for Controllable Music 
Recommendation, MLSP 2025



Scrutable Audio / Multimodal RecSys

User Behavior Data Scrutable Audio Profile Recommendation
Audio Gen. 

Model Item Scoring

User Behavior Data Scrutable Audio+Text 
Profile Recommendation

Audio Gen. 
Model Item Scoring

Text Generative 
Model

- Generating Personalized Controllable Audio Summaries

- Generating Personalized Controllable Multi-Modal Summaries



Explainable Detection of AI Generated Voice

S. Gupta, M. Ravanelli, P. Germain, C.Subakan, Interspeech 2024

Q: More general 
discretization techniques to 
improve understandability. 

Faithful!

Thanks!
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