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Abstract

Sign Language Production (SLP) is the task of generating
sign language video from spoken language inputs. The field
has seen a range of innovations over the last few years, with
the introduction of deep learning-based approaches provid-
ing significant improvements in the realism and naturalness
of generated outputs. However, the lack of standardized
evaluation metrics for SLP approaches hampers meaning-
ful comparisons across different systems. To address this,
we introduce the first Sign Language Production Challenge,
held as part of the third SLRTP Workshop at CVPR 2025.
The competition’s aims are to evaluate architectures that
translate from spoken language sentences to a sequence
of skeleton poses, known as Text-to-Pose (T2P) transla-
tion, over a range of metrics. For our evaluation data, we
use the RWTH-PHOENIX-Weather-2014T dataset, a Ger-
man Sign Language - Deutsche Gebärdensprache (DGS)
weather broadcast dataset. In addition, we curate a cus-
tom hidden test set from a similar domain of discourse.

This paper presents the challenge design and the win-
ning methodologies. The challenge attracted 33 partici-
pants who submitted 231 solutions, with the top-performing
team achieving BLEU-1 scores of 31.40 and DTW-MJE of
0.0574. The winning approach utilized a retrieval-based
framework and a pre-trained language model. As part of
the workshop, we release a standardized evaluation net-
work, including high-quality skeleton extraction-based key-
points establishing a consistent baseline for the SLP field,
which will enable future researchers to compare their work
against a broader range of methods.

1. Introduction

Sign languages, like spoken languages, are complex sys-
tems with distinct grammar and vocabularies. They are
independent and fully fledged languages with a unique
structure, using manual and non-manual features asyn-
chronously to convey information [41]. Manual features
can be defined as the physical motion, location, and shape
of the hands and arms, while non-manual features include
facial expressions, head movements, and body posture.
Translating between spoken and signed languages presents
a significant communication challenge, typically requiring
expert human interpreters rather than simple word-to-sign
substitution. However, the scarcity of interpreters limits ac-
cess to information for the Deaf community. Sign Language
Production (SLP), the task of generating sign language from
spoken language inputs, has the potential to be part of a so-
lution to improving accessibility.

Over the last three decades, research into SLP has made
significant progress [42]. While early approaches utilized
graphical avatars and rule-based translation systems [2, 10–
12, 55], these architectures often produced robotic and un-
natural movement. However, more recent progress in deep
learning-based methods has significantly enhanced the re-
alism and naturalness of sign language generation [7, 33,
35, 47, 49, 50]. Approaches to SLP commonly decompose
the task into several stages, using intermediate represen-
tations such as linguistic annotation [39, 46, 48], skeleton
pose [33, 49], and parametric human models [1, 40, 54].

Despite these advancements, progress in the field has
been impeded by the absence of standardized evaluation
metrics, which hinders meaningful comparisons across SLP
systems. To address this issue, and as part of the SLRTP



Workshop1, a sign language production challenge was held,
attracting 33 participants who submitted 231 solutions2. In
this manuscript, we present the approaches from the top
three performing teams. The competition focused on de-
veloping robust systems for spoken language to sign lan-
guage translation. As part of the evaluation pipeline, we
propose a novel metric, total distance, to help score the ex-
pressiveness of the productions. Given previous work has
noted issues with regression to the mean, the proposed met-
ric provides an improved qualitative measure for translation
quality. We release the evaluation pipeline3, with the hope
that this helps establish a consistent baseline for SLP work,
enabling future researchers to conduct comprehensive com-
parisons with a wider range of methods.

The rest of this paper is organized as follows. Section 2
reviews related work in the field of Sign Language Produc-
tion (SLP). Sections 3 and 4 describe the design and dataset
used in the challenge. Section 5 details the evaluation pro-
tocol. Section 6 outlines the methodology used by the top
three teams, followed by Section 7, which presents the re-
sults. Finally, Section 8 concludes the paper and suggests
directions for future work.

2. Related Work
2.1. Sign Language Production
The shortage of qualified sign language interpreters has mo-
tivated the development of SLP systems. Computational
sign language research started in the early 90s [42], with the
first approaches being avatar-based [2, 10–12, 55]. How-
ever, the use of poor quality avatars has consistently re-
ceived criticism from the Deaf community due to their un-
realistic appearance and robotic motion, which limits com-
prehension [15]. Some of these systems looked for “le-
gal” phrases in the input text and then mapped them to
pre-defined sign language animations [10]. Another ap-
proach uses Motion Capture (MoCap) to incorporate more
fluid motion dynamics, but this requires specialised capture
equipment which then limits the vocabulary size [14].

The field then progressed to Statistical Machine Trans-
lation (SMT), allowing for automatic rule learning and im-
proved generalizability [3, 22, 27]. These models were able
to use the context of the input text to solve for ambiguity.
However, such approaches require handcrafted features to
be extracted before being used in an ensemble of models.

The introduction of deep learning has resulted in more
data-driven approaches, that can learn the mapping between
spoken and sign languages. The first deep SLP pipeline

1Workshop website: https://slrtpworkshop.github.io/
2Challenge website: https : / / www . codabench . org /

competitions/4854/
3Challenge Evaluation Code: https : / / github . com /

walsharry/SLRTP-Sign-Production-Evaluation/tree/
main

broke down the task into three steps: first, a translation from
Text-to-Gloss (T2G), followed by a Gloss-to-Pose (G2P)
look-up, and finally a Pose-to-Sign (P2S) video generation
step [38]. However, this approach was unable to blend the
motion between signs, and due to the low-resolution output
key features such as facial expressions were lost.

Later approaches attempted to synthesize poses from
textual input. Zelinka et al. [53] utilized a Recurrent Neural
Network (RNN) to predict a 7-frame pose sequence for each
word in the sentence. As a result, the length of each predic-
tion is dependent on the number of words in the sentence.
This limited the realism of the outputs. After, Saunders et
al. [33] introduced the progressive transformer, the first to
learn a direct mapping between text and pose using a trans-
former architecture. This approach was able to generate
more realistic outputs and deal with the variable length na-
ture of sign language. Further improvements were achieved
by adding adversarial training and a Mixture Density Net-
work (MDN) [31, 34]. A non-autoregressive transformer
was also introduced to improve the speed of the model [19].
Recently, diffusion has been applied to the tasks [7, 44] and
has shown improvements, but this work relies on linguistic
annotation to guide the process. Similar to most methods
discussed so far, large performance increases can be gained
by introducing gloss4 annotations [19, 31, 33, 34]. How-
ever, using gloss is a major limiting factor when scaling to
larger domains of discourse.

Models that attempted to directly regress a pose se-
quence from text input often struggled with regression to
the mean. This leads to the generation of less expressive
outputs. To address this, some works have applied Vector
Quantisation (VQ) to the task, where the model is used to
learn a set of discrete codes that map to a small sequence of
poses. This then serves as the lexicon for translation. Some
of which predict the codes from text [20, 47], while others
start from glosses [50].

Instead of learning units, others have used a dictionary
of pre-recorded signs. They are guaranteed to be expres-
sive and therefore produce comprehensible signing. Simply
concatenating the signs can create an unnatural sequence,
so Walsh et al. [49] used a 7-step pipeline to create smooth
transitions, while others employed a transformer [54] or a
diffusion model [43] for the task. Alternatively, Saunders
et al. [36] proposed a novel keyframe selection network to
learn the co-articulate between signs.

While the works discussed so far have employed skele-
ton poses as a representation for sign language the source
can vary. Some researchers utilize MediaPipe [26], whereas
others opt for OpenPose [6]. Significant variation exists
across methods, with different authors using a different sub-
set of keypoints. This has hindered meaningful comparison
between these approaches.

4Gloss is the written words associated with a sign.

https://slrtpworkshop.github.io/
https://www.codabench.org/competitions/4854/
https://www.codabench.org/competitions/4854/
https://github.com/walsharry/SLRTP-Sign-Production-Evaluation/tree/main
https://github.com/walsharry/SLRTP-Sign-Production-Evaluation/tree/main
https://github.com/walsharry/SLRTP-Sign-Production-Evaluation/tree/main


Beyond skeleton pose, human parametric models have
also been used for the SLP task [1, 40, 54]. All of which
leverage SMPL-X [25], a human model with parameters to
describe the face, hands, and body. Other methods have
directly predicted RGB video frames [16, 51]

A substantial body of research exists; however, direct
comparison between these works is challenging due to the
heterogeneity of output representations. We observe sig-
nificant variability, particularly in skeleton pose represen-
tations. Furthermore, extraction and normalization tech-
niques diverge considerably across studies. This inconsis-
tency impedes the ability to discern whether performance
improvements stem from novel algorithmic contributions
or advancements in skeleton extraction and normalization
methodologies. This issue is compounded by the limited
public availability of codebases, which renders direct com-
parison between state-of-the-art approaches exceedingly
difficult and highlights the need for more standardized eval-
uation metrics for SLP.

3. Challenge Design
The objective of this challenge was to generate continuous
sign language sequences from spoken language inputs. We
utilized a skeleton pose representation for sign language. As
seen in the literature, this serves as a common intermediate
representation and has been shown to be capable of driving
photo-realistic signer generation [13, 29, 32].

The challenge comprised two phases. Initially, during
the development phase, teams were provided with train
and dev splits from the RWTH-PHOENIX-Weather-2014T
(PHOENIX14T) dataset [4]. Throughout this phase, partic-
ipants could submit solutions to the test set via the online
platform, receiving evaluation scores for their skeleton pose
predictions. Subsequently, in the final week, the competi-
tion transitioned to the test phase. Participants were pre-
sented with 500 spoken language sentences from the hid-
den test set and tasked with submitting their model’s pre-
dictions. The competition was held on the Codabench plat-
form [52], an open-source framework for running compe-
titions, enabling the automated evaluation of code and re-
sults. The competition spanned 49 days, starting on Jan-
uary 13, and finishing on March 3, 2025. During this time,
33 participants contributed 231 solutions. During the de-
velopment phase, participants were limited to 100 submis-
sions per day, or a total of 3,000 submissions throughout the
competition. During the final test phase, participants were
limited to just three submissions. This constraint was im-
plemented to minimize the likelihood of participants over-
fitting to specific data portions or employing random initial-
izations to achieve performance gains.

In the final stage, six teams submitted solutions that
outperformed the baseline approach. The top-performing
teams were requested to submit a fact sheet detailing their

approach. The teams with the highest scores, and who
shared information about their code and methodology, were
selected as the winners.

For the final ranking, in Sec. 7, we employ Pareto dom-
inance. A solution dominates another if it performs at least
as well in all metrics and demonstrably better in at least
one. This method ensures that no single metric is arbitrarily
favoured, providing a balanced and fair evaluation.

4. Challenge Datasets

For the SLRTP 2025 CVPR challenge, we use the RWTH-
PHOENIX-Weather-2014T (PHOENIX14T) dataset [4]
and a custom hidden test set. Here we provide details on
each.

4.1. PHOENIX14T

The PHOENIX14T dataset is one of the most widely used
benchmarks for research in sign language recognition and
translation. It contains continuous sign language videos
along with their corresponding gloss annotations and spo-
ken language subtitles. The dataset is derived from weather
forecast broadcasts in German Sign Language (DGS).

The dataset is split into training, development, and test
sets. The training set contains 7096 videos, the development
set contains 519 videos, and the test set contains 642 videos.

4.2. Hidden Test Set
The hidden test set for this challenge was sourced from
the Phoenix broadcast channel, consistent with the original
PHOENIX14T dataset. This data was collected as part of
the EASIER project5. However, unlike the original dataset,
it contains minimal manual annotation. Therefore, we first
searched the subtitles for sections most relevant to weather-
related discussions, to maintain the original domain of dis-
course. We then cropped these sections from the original
videos. To ensure that the selected segments were indeed
from weather broadcasts, we manually verified a subset of
the total videos. Finally, we randomly selected 500 sen-
tences to form the hidden test set.

4.3. Skeleton Representation
For each video, we extract Mediapipe holistic keypoints and
use the approach from Ivashechkin et al. [21], to uplift the
predictions to 3D. This optimization leverages a neural net-
work, informed by human body physical constraints, to pre-
dict 3D skeleton joint angles from 2D keypoints. These an-
gles are then used to apply a canonical skeleton, thereby en-
suring consistent bone lengths across all signers. This pro-
vides 178 keypoint representation: 21 keypoints for each
hand, 128 keypoints for the face, and, 8 keypoints for the

5https://www.project-easier.eu/



body. The face is a subset of the 468 keypoint represen-
tations from Mediapipe, we do this for computational effi-
ciency. We then normalise the skeleton such that the neck
is at the origin and the body as is fixed on the xy plane. An
example of the skeleton extraction can be seen in Fig. 1.

Figure 1. Skeleton extraction example, (left: original signer, right:
178 keypoint skeleton.

5. Evaluation Metrics

Here we discuss the evaluation protocol used for the SLP
challenge, which is also publicly available6. The evalu-
ation is comprised of text-based and pose-based metrics.
Text-based metrics employ a back-translation model to con-
vert the skeletal representation back into spoken language.
Specifically, a “Sign Language Transformer” [5] is utilized.
The input layer is adapted to match the dimensionality of
the keypoints. Both the encoder and the decoder component
comprise three layers, 8 attention heads, with an embed-
ding and feedforward dimensions of 256 and 512, respec-
tively. Whereas the pose-based metric is calculated using
the skeleton itself.

5.1. Text-based
BLEU: The Bilingual Evaluation Understudy (BLEU)
score [28] compares a given sentence to that of a set of ref-
erence sentences by calculating the precision of word-level
n-grams. Here we use n-grams one to four.
CHRF: The CHaRacter-level F-score (CHRF) [30] cal-
culates the F-score based on the precision and recall of
character-level n-grams between two sentences.
ROUGE: The Recall-Oriented Understudy for Gisting
Evaluation (ROUGE) score [24] measures the overlap of
n-grams, word sequences, and word pairs between two sen-
tences.
WER: The Word Error Rate (WER) calculates the number
of errors (insertions, deletions, and substitutions) divided by
the total number of words in the reference text.

6Evaluation code: https : / / github . com / walsharry /
SLRTP-Sign-Production-Evaluation

5.2. Pose-based

DTW MJE: The Dynamic Time Warping Mean Joint Er-
ror (DTW MJE) is a metric used to evaluate the similarity
between two sequences of skeleton poses. It calculates the
average error between corresponding joints in the predicted
and ground truth poses, considering temporal alignment.

Total Distance: This metric measures the overall dis-
tance the signer’s hands have moved in 3D space. This is to
judge how expressive the productions are. The prediction is
normalized by the ground truth distance, therefore, a score
of 1 is optimal.

5.3. Baseline Model

For a baseline method, we use the publicly available “Pro-
gressive transformer” by Saunders et al. [33]. The model
can translate from text to continuous 3D sign pose se-
quences in an end-to-end manner. The model is based on
the transformer architecture, which has been shown to be
effective for sequence-to-sequence tasks such as machine
translation. By introducing a novel counter decoding tech-
nique, the model can generate continuous pose sequences of
variable lengths. We train a model for 300 epochs with an
Adam optimizer with a learning rate of 0.001. In line with
the original paper, both the encoder and decoder contain 2
layers and 8 heads with an embedding size of 512.

6. Methodology

In this section, we introduce the three top-performing ap-
proaches in the SLRTP 2025 Sign Language Production
Challenge. Team 1 employs a retrieval-based pipeline cen-
tered on gloss annotations, Team 2 leverages a generative
diffusion-based model, and Team 3 presents a gloss-free
transformer architecture with an autoencoder for latent pose
embeddings. Tab. 1 summarizes the key characteristics of
each method.

Participant
Team-1:

USTC-MoE
Team-2:
hfut-lmc

Team-3:
Hacettepe

Model architecture Rule based Diffusion Transformer
Pre-trained models ✓ - ✓

No. Trainable Parameters 355.9M 125.8M 26M
External Datasets - - -
Gloss Information ✓ - -
Data Augmentation - - -
Handcrafted Features - - -
Motion Constraints - ✓ -
Optimization Metric BLEU and DTW DTW BLEU-4

Table 1. General information about the top-3 winning approaches.

The following subsections detail each team’s respective
methodologies, including training setups and key design
choices.

https://github.com/walsharry/SLRTP-Sign-Production-Evaluation
https://github.com/walsharry/SLRTP-Sign-Production-Evaluation


Figure 2. Overview figure of the 1st place method (USTC-MoE).

6.1. Team 1: USTC-MoE (1st Place)
Overall Pipeline. Fig. 2 (adapted from the team’s fact
sheet) outlines the top-1 approach. It is a retrieval-based
framework that connects spoken language input to a large
dictionary of 3D pose segments. The method consists of
four key modules: Text2Gloss, Sign2Gloss, Gloss-Pose Dic-
tionary Construction, and Sign Retrieval.
(a) Text2Gloss. A multilingual pretrained language model,
specifically XLM-R [9], is employed to convert each spoken
language sentence into a gloss sequence. This model is fine-
tuned with a cosine annealing schedule for 40 epochs using
Adam (weight decay 10−3, learning rate 10−5).
(b) Sign2Gloss. They then train a Continuous Sign Lan-
guage Recognition (CSLR) model (based on TwoStream-
SLT [8]), which outputs a gloss label for every frame of
the 3D pose sequence. This step provides a robust mapping
from skeleton pose to discrete glosses.
(c) Gloss-Pose Dictionary Construction. After the CSLR
network is trained, it is used to label and segment all train-
ing poses. Each gloss is therefore associated with its corre-
sponding 3D sub-pose sequence, producing a large Gloss-
Pose dictionary of short signing segments.
(d) Text2Sign. At inference, the model (i) translates text to
gloss, (ii) retrieves each sub-pose from the dictionary based
on the gloss, and (iii) concatenates these short pose seg-
ments to form the final sign pose sequence. They report a
total parameter count of about 355.9 M (dominated by the
pretrained text model). No additional data augmentation is
performed. The reliance on real pose segments ensures high
fidelity and natural transitions across the retrieved signs.
Discussion. By grounding each gloss in an actual segment
of human motion, this retrieval-based approach bypasses
the complexities of motion synthesis and guarantees plausi-
ble, high-quality poses for individual signs. Concatenating
these sub-pose sequences requires robust gloss alignment,

achieved via the CSLR model. Its simplicity and reliabil-
ity, coupled with strong text-to-gloss translation, led to first-
place performance.

6.2. Team 2: hfut-lmc (2nd Place)
Overall Pipeline. Unlike the retrieval-based strategy from
Team 1, hfut-lmc [17] proposes a fully generative diffusion-
based framework, illustrated in Fig. 3. Referred to as Text-
Driven Conditional Diffusion Model (TCDM), their method
learns an end-to-end mapping from textual input to sign lan-
guage pose sequences without leveraging gloss-level super-
vision or large retrieval dictionaries.

Figure 3. Overall framework of the 2nd place method (hfut-lmc).

Forward and Reverse Processes. Following the standard
diffusion paradigm [18, 37], the forward process gradually
adds Gaussian noise to the ground-truth 3D pose sequence
p0. After t steps, the noisy sequence pt is:

pt = γt p0 + σt ϵ, (1)

where ϵ ∼ N (0, 1) and γ2
t + σ2

t = 1. During training, the
model learns a denoiser D

(
pt, g

)
that removes noise from

pt, guided by a condition g derived from the text encoder



Figure 4. Detailed implementation details of the denoiser D, from
the 2nd place method (hfut-lmc).

plus the timestep t:

p′0 = D
(
pt, g

)
. (2)

At inference, an initially random pose pT is iteratively de-
noised over a small number (5) of DDIM sampling steps,
culminating in a coherent sign language motion.
Denoiser Architecture. To clarify how D operates, hfut-
lmc splits the procedure into several sub-stages (Fig. 4):
1. Linear Embedding Layer (LE): The noisy pose pt is pro-

jected into a higher-dimensional space:

pu = W p pt + bp, (3)

where pu is the embedded representation of pt.
2. Positional Encoding (PE): A predefined sinusoidal en-

coding is added to inject temporal information:

p̂u = pu + PE(n), (4)

where n indexes each frame in the sequence.
3. Multi-Head Attention and Cross-Attention: The embed-

ded pose p̂u interacts with the conditioning g (derived
from the text encoder and the current diffusion timestep)
via cross-attention, yielding updated pose features that
finally yield a refined pose estimate p̂′0.

Loss Functions. To ensure the generated poses are both ac-
curate and realistic, hfut-lmc combines two complementary
objectives:
• Joint Position Loss Ljoint,

Ljoint =
1

J

J∑
j=1

∥∥pj − p′j
∥∥, (5)

enforcing alignment between predicted and ground-truth
joint coordinates.

• Bone Orientation Loss Lbone,

Lbone =
1

B

B∑
b=1

∥∥qb − q′b
∥∥2, (6)

promoting realistic limb orientations by comparing direc-
tion vectors for each bone.

The total training objective is

Ltotal = Ljoint + λLbone, λ = 0.1. (7)

They employ the text encoder architecture that is the same
as the baseline method [33], but with 4 layers, 8 heads, and
a 1024-dimensional embedding size. The forward diffusion
steps is set to 1000 and is combined with a 5-step DDIM
inference schedule. Training uses Adam [23] and a learning
rate of 10−3.
Discussion. By omitting gloss supervision, hfut-lmc
avoids the expense of additional annotations. Their bone-
orientation and joint positioning losses, ensure the poses
represent natural articulations, mitigating regression-to-
mean artifacts.

6.3. Team 3: Hacettepe (3rd Place)
Overall Pipeline. Hacettepe presents a gloss-free
transformer-based method that learns a compact, disentan-
gled latent representation of sign pose sequences via an
autoencoder. Channel-aware regularization guides text-to-
pose mapping without gloss supervision, as shown in Fig. 5.

Figure 5. Workflow diagram for the 3rd place method (Hacettepe).

Autoencoder for Latent Pose. A structurally disentan-
gled pose autoencoder is first pre-trained to reconstruct 3D
poses. Each 534-dimensional input is factorized into four



RWTH-PHOENIX-Weather-2014T Test Set
Teams BLEU-1 BLEU-2 BLEU-3 BLEU-4 CHRF ROUGE WER ↓ DTW-MJE ↓ Total Distance

Ground Truth 34.40 22.04 16.09 12.78 34.59 35.20 85.77 0.0000 1.000

Team 1 (USTC-MoE) 34.85 21.96 15.65 12.06 36.83 36.59 93.49 0.0448 1.631
Team 2 (hfut-lmc) 16.96 6.56 3.38 2.05 25.88 19.77 147.85 0.0403 2.512

Team 3 (Hacettepe) 30.44 17.75 12.42 9.59 29.70 30.64 88.88 0.0423 0.798
Progressive Transformer [33] 22.17 10.71 7.09 5.43 24.13 21.98 101.45 0.0418 0.257

Table 2. SLP Challenge Results on the RWTH-PHOENIX-Weather-2014T (PHOENIX14T) test set.

Hidden Test Set
Teams BLEU-1 BLEU-2 BLEU-3 BLEU-4 CHRF ROUGE WER ↓ DTW-MJE ↓ Total Distance

Ground Truth 37.94 19.87 10.67 5.90 30.64 38.60 101.25 0.0000 1.000

Team 1 (USTC-MoE) 31.40 17.09 9.43 5.86 31.73 33.75 109.38 0.0574 1.185
Team 2 (hfut-lmc) 30.54 16.22 9.33 5.66 30.17 32.92 107.93 0.0492 0.971

Team 3 (Hacettepe) 27.51 11.13 5.36 2.91 23.37 27.29 105.49 0.0531 0.761
Progressive Transformer [33] 18.33 4.99 1.74 0.78 21.65 21.10 141.93 0.0467 0.322

Table 3. SLP Challenge Results on the Hidden Test Set.

articulatory regions, face, body, left hand, and right hand,
mapped to an 80-dimensional latent space. Region-specific
L1 reconstruction and encoder-weight regularization ensure
compact and semantically structured representations.
Transformer Architecture. A non-autoregressive trans-
former then predicts these latent embeddings from 768-
dimensional sentence vectors obtained from a pretrained
BERT model. Text embeddings are reduced to 512 dimen-
sions before being processed by a 3-layer encoder and a 6-
layer decoder to generate pose sequences in parallel, match-
ing the autoencoder’s latent space.
Reconstruction & Training. The transformer is trained
with an L1 loss between predicted latent vectors and the au-
toencoder’s ground-truth codes, ensuring realistic 3D mo-
tion reconstruction. In the second phase, channel-wise KL
divergence promotes articulator-aware regularization. As it
avoids gloss annotations, the model scales efficiently with-
out costly linguistic labelling.
Discussion. Hacettepe’s gloss-free, disentangled
autoencoder-based approach offers a compact, inter-
pretable representation for SLP. Unlike retrieval-based
methods, it synthesizes entirely new sequences without
gloss or a motion dictionary. Although bridging text to
a learned pose space can present challenges for highly
nuanced signs, the method demonstrates competitive accu-
racy and efficiency, securing third place in the challenge.
Further details and extended results are provided in [45].

7. Challenge Results
On the hidden test set, all three teams significantly out-
performed the baseline method. The top-performing team
achieved an increase of 13.07 in BLEU-1, as shown in
Tab. 3. A key limitation noted by the baseline method was

the issue of regression to the mean. This observation is
quantified by the proposed total distance metric, which re-
veals that the progressive transformer generated motion that
traversed only 25% of the ground truth distance. In contrast,
all three teams produced more expressive outputs that more
closely approximated the ground truth motion.

Team 2 outperformed the baseline on the hidden test set.
However, on the PHOENIX14T test set, its performance de-
creased substantially, falling below the baseline. To under-
stand this performance disparity between the two test sets,
we analyzed the predicted sequences. We found that the av-
erage length of Team 2’s predictions was 2.463 times longer
than the ground truth on the PHOENIX14T test set, whereas
on the hidden test set, it was close to 1. In comparison,
Teams 1, 3, and the baseline exhibited average duration ra-
tios of 1.438, 1.026, and 0.999, respectively. Just as spoken
languages employ intonation, rhythm, and stress to convey
nuance and meaning, sign languages utilize prosody. Thus,
losing this information and producing longer sequences can
be damaging to the performance. We hypothesize that Team
3’s and the baseline’s transformer-based architecture, ide-
ally suited for sequence-to-sequence tasks, effectively cap-
tured this prosodic information.

Discrepancies emerged between certain pose-based and
text-based metrics. Specifically, DTW-MJE tended to favor
methods that produced less articulated or longer sequences.
This observation underscores the importance of employing
a diverse range of evaluation metrics when assessing gener-
ative models.

Across both test sets, Team 3 consistently produced the
lowest Word Error Rate (WER). Notably, this approach in-
corporated BERT, a model pre-trained specifically on Ger-
man. Team 1, which fine-tuned XLM-R, a multilingual



Figure 6. Qualatative results of the top 3 performing teams on the PHOENIX14T test set. The first row shows the input spoken language
sentence, the second and third rows show the ground truth video and skeleton, respectively, and the subsequent rows show the predicted
skeleton poses from the top 3 teams. The final row shows the progressive transformer baseline.

model, demonstrated superior translation quality, as evi-
denced by higher BLEU scores. Given the low-resource
nature of sign language, we hypothesize that the model’s
pre-existing linguistic knowledge significantly contributed
to this performance. This suggests that spoken language re-
sources can be effectively leveraged for SLP.

A correlation was observed between team rankings and
model size; Team 1’s model contained 13.7 times more pa-
rameters than Team 3’s, and 2.8 times more than Team 2’s.

Decomposing the WER metric into its constituent com-
ponents revealed that each team predominantly exhibited er-
rors within a distinct category. Specifically, Team 1 encoun-
tered the most replacement errors, Team 2 the most deletion
errors, and Team 3 the most insertion errors. The hidden
test set exhibited an average sentence length of eight words,
with a range from three to fifteen words. A negative cor-
relation was observed, on average, between sentence length
and error rate across all three teams. This suggests a poten-
tial tendency towards over-translation, although this effect
could originate from either the back-translation model or
the teams’ respective approaches, a distinction that is chal-
lenging to isolate. Overall, the words ‘und,’ ‘regen,’ and
‘süden’ were identified as the most frequent sources of er-
ror in the translations.

Qualitative results: Evaluation of the qualitative results
supports the previous findings. The impact of the increased
BLEU-1 score, noted for Team 1, is demonstrated in Fig. 6.
This retrieval-based approach ensures that each generated

sequence exhibits expressive signing. This observation is
further quantified by our proposed total distance metric. As
presented in Table 3, Team 1 was the only team to achieve
a score surpassing one. Overall, the outputs from all teams
preserved features of the ground truth sequences. However,
further research is necessary to achieve the fluency and nat-
uralness of native Deaf signers.

8. Conclusion

This paper summarizes the findings of the first SLP chal-
lenge. In the final test phase, six teams submitted solutions
that outperformed the baseline approach. We presented the
work of the top three teams. The top-performing team uti-
lized a recognition model to curate a dictionary of signs,
which was subsequently employed for production. We note
that gloss annotations are a limited resource and therefore,
would limit scaling this method to larger datasets. Teams 2
and 3 circumvented the requirement for this type of anno-
tation and presented models that demonstrated competitive
performance despite the absence of linguistic annotation.

Evaluating sign language is a challenging task that is
compounded by the fact that data normalisations and rep-
resentations are constantly evolving. We hope this work
helps to establish a more consistent baseline for future SLP
research. We implore future researchers to release their pro-
cess features for other data sets, as without consistent in-
puts, comparison between approaches is meaningless.
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