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The development of an unintrusive prediction model, developed in association with the

QESTRAL project for predicting the sensation of envelopment arising from commercially

available five-channel surround sound recordings is described. The model was calibrated using

mean envelopment scores obtained from listening tests in which participants used a grading

scale defined by audible anchors. For predicting envelopment scores, a number of features

based on interaural cross correlation (IACC), Karhunen–Loève transform (KLT), and signal

energy levels were extracted from recordings. The partial least squares regression technique

was used to build the model and the developed model was validated using listening test scores

obtained from a different group of listeners, stimuli, and geographical location. The results

showed a high correlation (R ¼ 0.9) between predicted and actual scores obtained from the

listening tests.

0 INTRODUCTION

The traditional method for evaluating sound quality by

conducting listening tests is expensive, time-consuming,

context dependent, and often requires significant knowl-

edge of a number of different disciplines, such as audio

engineering, psychophysics, signal processing, and ex-

perimental psychology [1], [2]. As a partial solution to

these problems, objective models can be utilized as an

alternative approach to sound quality assessment. The

existing commercial objective models for predicting

quality scores of broad-band audio signals, such as PEAQ

[3], so far have not taken into account spatial character-

istics of sound but operate solely based on features

computed from the spectrum of the audio signals or the
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degree of distortion present in the audio signals,

computed using an artificial human auditory system. This

limitation of the traditional models prevents them from

being used for the quality assessment of surround sound

recordings. In order to enable the application of these

traditional models for the assessment of multichannel

audio quality, features that describe spatial characteristics

of surround sound have to be identified and used in the

aforementioned models. The first attempts to predict

multichannel audio quality scores using such spatial

features were made by George et al. [4], Choisel and

Wickelmaier [5], and later by Choi et al. [6]. In addition

to the identification of spatial features, Choi et al. also

developed an objective model that predicts basic audio

quality (BAQ) of multichannel audio recordings encoded

by perceptual encoders. However, a global quality

attribute such as BAQ is insufficient to provide detailed

information about spatial quality changes. Results from

several elicitation experiments in the context of multi-

channel audio show that envelopment is an important

attribute that contributes to audio quality [7]. Since one

key feature driving the development of multichannel

audio systems is to provide the user with the feeling of

being enveloped by sound [8], an objective model that can

predict perceived envelopment could be of great help to

manufacturers, recording engineers, and broadcasters.

Methods for predicting quality are classified into two

types—double ended (intrusive models) and single ended

(unintrusive models)—based on the way they compute

features. An intrusive model computes features by

comparing two signals—a reference signal and a test

signal. In contrast unintrusive models do not have access

to a reference signal. That means they only have access to

information derived from the signal taken from the output

of the device under test. Unintrusive models are

advantageous for monitoring the quality of experience

of real-time applications where a reference signal is not

always accessible.

This paper describes the development, in association

with the QESTRAL project [9], of an unintrusive

objective1 model for predicting perceived envelopment,

a subjective attribute of multichannel audio quality that

accounts for the enveloping nature of the sound. (See

Section 1 for a definition of envelopment.) The model

described in this paper is capable of predicting perceived

envelopment of commercially released five-channel

surround sound recordings reproduced through a standard

five-loudspeaker configuration conforming to ITU-R

BS.775-1 [10]. Three other models were developed in

the past by Soulodre et al. [11], Griesinger [12], and Hess

[13], but the applicability of these models is limited,

preventing them from the direct use in the assessment of

envelopment of five-channel recordings. The developed

model presented in this paper has been tested with a wide

range of commercially available recordings. The appli-

cability of the developed model is limited to the optimum

listening position (that is, the sweet spot or hot spot) since

it was the only listening position considered during the

calibration and validation of the model.

The development of the model described in this paper

involved several steps. The first step was to define the

term ‘‘envelopment’’ given to the listeners (Section 1).

The second step was to collect subjective scores of

envelopment to calibrate and validate the model (Section

2). In order to predict mean envelopment scores, physical

measures, in this paper referred to as features, needed to

be identified. Subsequently a number of features were

extracted from the five-channel recordings used in

listening tests (Section 3). The next step, called

calibration, aimed to establish the underlying relation-

ships between the extracted features and the mean

envelopment scores (Section 4). Calibration is the

fundamental process for achieving consistency in predic-

tion using a set of variables (features) and a desired output

(mean envelopment scores). The results of the prediction

using the calibrated model are presented in Section 5. The

calibrated model was then checked for its ability to

generalize using an ‘‘unknown’’ set of data. This process

is called validation and is described in Section 6. The final

part of the paper discusses the limitations of the

developed model, provides conclusions, and describes

future work (Sections 7 and 8). This paper is an updated

and extended version of the paper published at the 125th

AES Convention [14].

1 DEFINITION OF ENVELOPMENT

There is an ongoing debate concerning the definition of

the term ‘‘envelopment’’ [15], and hence the definition of

envelopment is vague to many researchers. There is a

difference in the nature of envelopment experienced in

the context of concert halls and reproduced audio. The

following paragraphs attempt to clarify this point.

In concert halls there are two types of spatial

impression—apparent source width (ASW) and listener

envelopment (LEV). ASW is the phenomenon that makes

a sound source appear broader around its boundary due to

early lateral reflections. LEV or the sensation of

envelopment is mainly due to the late lateral reflections

from walls. Late lateral reflections tend to create a

sensation of spaciousness as well. In the early days of

studies related to the acoustical properties of concert

halls, there was sometimes confusion among listeners

about these two types of spatial impressions. For this

reason researchers often asked their subjects to ignore

ASW when judging listener envelopment. Consequently

envelopment was often associated with the characteristics

of the reverberant sound field. However, there are

circumstances in which a sense of envelopment can be

evoked as a result of direct and dry sources around the

1Usage of the term ‘‘objective model’’ is in line with the
definitions provided by ITU-T P.800.1. In this paper the term
‘‘prediction model’’ is also used since the model predicts mean
listening test envelopment scores derived from listening tests.
Also, ‘‘mean envelopment scores’’ in this paper refers to the mean
subjective scores of envelopment obtained from listening tests.
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listener, particularly in naturally occurring sound fields.

For example, the sensation of envelopment arises when a

listener is in the rain, in a crowded place, or immersed in

a natural environment. Sound scenes from concert halls

and the aforementioned examples are often reproduced

over loudspeakers. Many times subjects use the term

envelopment even when a number of sound images are

wrapped, or distributed, around them. This sensation of

envelopment in the context of multichannel audio is not a

property of late reflected sound as in the context of

concert hall acoustics. Since the sources around the

subjects can be dry and direct, the sensation of

envelopment arising in the context of multichannel audio

is produced in a different way than that in a concert hall.

Therefore any complete model of the perceived sense of

envelopment from multichannel audio must embrace this

broader range of acoustical and auditory mechanisms.

Due to the ongoing debate regarding the definition of

envelopment, it was necessary to make an operational

definition of envelopment to suit the context of repro-

duced sound and for the purpose of these experiments

reported here. Several popular definitions of envelopment

were considered, as outlined in the following. The text in

quotes was from the referenced publications. As men-

tioned earlier, authors who describe envelopment in the

context of concert hall acoustics typically attribute the

sensation of envelopment to spatial properties of the

reverberant sound field. For example, Beranek describes

envelopment as ‘‘a listener’s impression of the strength

and directions from which the reverberant sound seems to

arrive. ‘Listener envelopment’ (abbreviated LEV) is

judged highest when the reverberant sound seems to

arrive at a person’s ears equally from all directions –

forward, overhead, and behind.’’ A similar definition is

also proposed by Soulodre et al. [11], who defined LEV as

an attribute that refers to ‘‘a listener’s sense of being

surrounded or enveloped by sound.’’ Although in this

definition there is no explicit reference to the reverberant

sound, the aforementioned authors assumed that the

sensation of envelopment depends on the level of hall

reverberations arriving laterally at the ears of a listener

relative to direct sound. This assumption is reflected in the

way Soulodre et al. attempted objectively to predict the

sensation of envelopment.

Griesinger [12] describes envelopment as a synonym of

‘‘spatial impression,’’ although he acknowledged that the

terms envelopment and spatial impression might have

different meanings. Conflating these two terms could be

challenged both semantically and perceptually as the term

spatial impression is related to the experience of being in

a large space whereas the term envelopment refers more

to the listener’s impression of being enveloped by sound.

Choisel and Wickelmaier [16] describe envelopment as

follows: ‘‘A sound is enveloping when it wraps around

you. A very enveloping sound will give you the

impression of being immersed in it, while a non-

enveloping one will give you the impression of being

outside of it.’’ According to Morimoto et al. [17] listener

envelopment is ‘‘the degree of fullness of sound images

around the listener, excluding a sound image composing

ASW.’’ A similar definition is also proposed by Furuya et

al. [18] as they describe envelopment as ‘‘the listener’s

sensation of the space being filled with sound images

other than the apparent sound source.’’ Likewise Becker

and Sapp [19] describe envelopment as a sensation that

‘‘leads to the feeling to be enveloped by the sound.’’ They

associate this phenomenon with indirect (reverberant)

sounds as they claim that envelopment is related to the

amount of sound coming from the whole sphere which

could not be directly associated with the sound source and

‘‘which causes to feel inside the sound field and not

looking at a sound through a window.’’ A slightly

different definition was proposed by Hanyu and Kimura

[20] as they described listener envelopment ‘‘as the sense

of feeling surrounded by the sound or immersed in the

sound.’’ Nevertheless the number of definitions reflects

the importance of envelopment to the overall assessment

of spatial sound quality.

From the definitions of envelopment provided in the

preceding, it can be seen that, irrespective of the context,

the authors had used words such as immersed, surround-

ed, wrapped, and enveloping. Many authors did not

mention the listeners, or the characteristics of sound with

which they were supposed to be enveloped, although the

experiments were conducted in a reverberant sound field.

For these reasons, the authors of the present research

provided the listeners with the following operational

definition of envelopment prior to the listening tests:

‘‘Envelopment is a subjective attribute of audio quality

that accounts for the enveloping nature of the sound. A

sound is said to be enveloping if it wraps around the

listener. Please keep in mind that the definition given here

only concerns the envelopment experienced by the

listener and not any envelopment that is perceived to be

located around the sources.’’ The first and second

sentences were inspired by those descriptions of envel-

opment given by various authors that seemed to be

suitable for the judgment of reproduced multichannel

program materials. The third sentence was intended to

avoid a possible confusion with apparent source width or

ensemble width. In order to avoid any potential difficulty

in listeners’ understanding of that definition, they were

provided with two example recordings in each listening

session, developed in a pilot experiment (see [8] for

details), and designed to exhibit high and low levels of

envelopment, respectively. In this way the meaning of

envelopment was not only communicated to the listeners

in writing but also aurally. Before the listening tests the

listeners had to familiarize themselves with the concept of

this attribute by listening to the two recordings exempli-

fying low and high levels of envelopment (meant in the

context of the experiment). Moreover these example

recordings served as a means of calibrating and anchoring

the scale used by the listeners for judging the perceived

magnitude of envelopment, which is described in more

detail in the next section.
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2 SUMMARY OF LISTENING TESTS

From research in concert hall acoustics and the

preceding discussion we can assume that envelopment

is a multidimensional attribute, and later we will describe

how we model it as such. Yet the scale recording

listeners’ judgments was deliberately designed only for

rating the overall sense of envelopment, and nothing else

[21]. During the listening tests the participants had to

respond to the question: ‘‘How enveloping are these

recordings?’’ The listening tests were conducted with a

novel methodology in which, as mentioned before, an

ordinal grading scale was used, defined by two signified

reference recordings, in this paper referred to as audible

anchors. No verbal descriptions were provided on the

scale, unlike the scales used in standard listening tests.

The scale was more than 100 mm long and there were

long tick marks on the scale at scores corresponding to 10,

20, 30, . . ., 100. The user interface employed for the

listening tests is shown in Fig. 1. On the left of the user

interface there were two buttons, labeled A and B. These

buttons were used to play back the high and low anchor

recordings. The high anchor (button A) was a recording

intended to evoke a high sense of envelopment. For this

purpose a crowd applause recording was used, which

contained uncorrelated signals reproduced simultaneously

through all five loudspeakers. In contrast, the low anchor

(button B) was intended to provide listeners with a low

sense of envelopment. In this case the same applause

recording was also used; however, it was reproduced only

through the center channel whereas all other channels

were mute. More details regarding the rationale for

choosing the anchor recordings and the way they were

created can be found in [7], [8].

The listeners were instructed to assess the level of

envelopment of the recordings under test (buttons R1 to

R5) in comparison with that evoked by the audible

anchors. This procedure was used to provide an

unambiguous calibration of the envelopment scale and

to reduce any potential bias in the listening test data [7].

To eliminate any confounding factors that can

introduce bias and to ensure generality of the results,

the listening tests were conducted at two different

geographical locations; one acquiring listening test scores

for calibration and the other for validation. The excerpts

used in the listening tests were extracted mainly from

commercially available music recordings, movies, and

live recordings in 5.1 format (DVD-A, DTS, or DOLBY).

In addition recordings were also extracted from commer-

cially available audio CDs (two-channel stereo and mono

formats). The listening tests at each location were

conducted in two phases (phase 1 and phase 2). A

summary of the experimental setup and stimuli used in

the listening tests is given in Table 1. In phase 1 the

recordings were not processed using any algorithms. In

phase 2 the recordings were processed using the

algorithms listed in Table 2. Due to time and economical

Fig. 1. Graphical user interface and grading scale used to evaluate envelopment during listening tests.
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constraints, an incomplete factorial method similar to that

used by Zacharov et al. [22] was employed for designing

the listening tests in phase 2.

To give an overview of the envelopment scores used in

the database during development of the model, a few

examples of mean envelopment scores from calibration 1

and calibration 2 are plotted in Figs. 2 and 3. Fig. 2 shows

examples of envelopment scores obtained for a number of

music genres. The 2/0 stereo (rock) and mono (male

speech and a music piece played on acoustic guitar)

recordings are indicated separately on the graph. Since the

audible anchors were fixed for all test stimuli, the listeners

were given a fixed (calibrated) grading scale irrespective

of program material. From a visual inspection of Figs. 2

and 3 it can be seen that the 95% confidence intervals are

comparable to those of a listening test where a hidden

reference was employed. In addition the graphs indicate

that the audible anchors provided to the listeners may

have assisted the subjects’ understanding of the verbal

description given to them.

Table 1. Summary of listening tests.

Listening Test Recordings
Number of
Listeners Location, Loudspeaker Model, and Room Layout

Calibration 1 84 unprocessed recordings 19 University of Surrey, UK, Genelec 1032,

and ITU-R BS.775-1Calibration 2 95 processed recordings* 20

Validation 1 30 unprocessed recordings 21 Bang & Olufsen, Denmark, Genelec 1030,

and ITU-R BS.775-1Validation 2 35 processed recordings* 21

*See Table 2 for details of processing algorithms used.

Table 2. Processing algorithms applied to program materials (phase 2 only).

Process
Number Type Algorithm

Number of
Recordings

Calibration 1

Number of
Recordings

Validation 2

1 Reference - 21 9

2 Low-bit-rate audio coding Aud-X codec at 80 kbps 9 5

3 Low-bit-rate audio coding Aud-X codec at 192 kbps 9 3

4 Low-bit-rate audio coding Coding Technologies algorithm at 64 kbps

(AAC Plus combined with MPEG Surround)

6 3

5 Bandwidth limitation L, R, C, LS, RS—bandwidth in all channels

limited to 3.5 kHz

6 3

6 Bandwidth limitation L, R, C, LS, RS—bandwidth in all channels

limited to 10 kHz

5 1

7 Bandwidth limitation Hybrid C: L, R—18.25 kHz; C—3.5 kHz; LS,

RS—10 kHz

6 1

8 Bandwidth limitation Hybrid D: L, R—14.125 kHz; C—3.5 kHz; LS,

RS—14.125 kHz

5 2

9 Downmixing 3/0 downmix; content of surround channels is

downmixed to three front channels according

to ITU-R BS.775-1

5 3

10 Downmixing 2/0 downmix according to ITU-R BS.775-1 5 1

11 Downmixing 1/0 downmix according to ITU-R BS.775-1 7 2

12 Downmixing 1/2 downmix; content of front left and right

channels was downmixed to center channel;

surround channels were unchanged

6 1

13 Downmixing 3/1 downmix; content of rear left and right

channels was downmixed to mono and panned

to LS and RS channels; front channels were

unchanged (ITU-R BS.775-1)

6 1

Total 95 35
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Fig. 2. Means and 95% confidence intervals of envelopment scores obtained for selected unprocessed recordings from

calibration 1 test.

Fig. 3. Means and 95% confidence intervals of envelopment scores for selected items from calibration 2 test, including

reference (ref) and processed versions of recordings.
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Finally a database for calibrating the prediction model

was created by combining the mean envelopment scores

obtained in the tests calibration 1 and calibration 2 (see

Table 1). In a similar way a database for validation of the

prediction model was created by combining the mean

envelopment scores derived in the listening tests valida-

tion 1 and validation 2. In the calibration database the

audible anchors were also included with values set at 85

and 15, respectively, as indicated in Fig. 1, leading to a

total of 181 recordings and 65 recordings in the validation

database.

3 FEATURE EXTRACTION

In the Introduction the authors described that a

different flavor of envelopment can arise in the context

of multichannel audio compared to that experienced

inside a concert hall. Nevertheless the authors do not

think that the factors affecting envelopment in the

reproduced audio differ from those in the context of

concert hall acoustics. Therefore features considered for

predicting envelopment scores are inspired by those in

concert hall acoustics. A number of authors, such as

Barron and Marshall [23] and Bradley and Soulodre [24],

described that the LEV in a concert hall is related to

physical factors such as the level, direction of arrival, and

temporal distribution of late reflections from the walls.

The features used in this study were aimed at measuring

these physical factors. The motivation behind the

computation of features used in this study is outlined in

the following, but for detailed descriptions see [7].

Six types of features were constructed in order to build

the model reported here.

1) The first type, called IACC measurements, was

based on the interaural cross correlation estimated

between the signals at the left and right ears of a dummy

head. Hidaka et al. [25], [37] used IACC measurements

computed from binaural room impulse responses for

predicting ASW and LEV in the context of concert hall

acoustics. In contrast to the measurement of the IACC in

concert hall acoustics with impulse responses, continuous

signals were used here. The authors assumed that features

based on IACC measurements (with appropriate modifi-

cations suitable for multichannel audio) could be useful

for predicting envelopment. (See Table 3 for the features

based on IACC measurements.)

2) The second type of features used was to model the

interchannel correlation (or coherence) of the loudspeaker

feeds. Blauert [26] discusses that the direction of auditory

events can vary, depending on the coherence of the signal

components. A change in the direction of auditory events

may lead to a change in the sensation of envelopment.

Therefore it was decided to include in the model a feature

that accounted for the interchannel correlation, as it was

assumed that this could help in predicting envelopment

scores. The feature used was obtained from the proportion

of signal variance explained by the first mode following

principal component analysis, that is, the Karhunen–

Loève transform (KLTV1), as listed in Table 3.

3) Furuya et al. [18] report that the direction of late

reflections from lateral, overhead, and back directions is

correlated with LEV in the context of concert hall

acoustics. Relating this to the current context suggests

that the degree of distribution of sound sources around a

listener has an important effect on envelopment. In order

to model the direction of sound sources around the

listener, a third type of features was included in the

model, which includes the area of sound distribution

(ASD) and the centroid of coverage angle (CCAlog), as

listed in Table 3.

4) Morimoto [27] showed that the energy of the

reproduced sound signals has an important role in

creating a high-quality listening experience. He showed

that the total energy in the sound field and the spatial

impression are related. Therefore a fourth type of features

based on the loudspeaker signal power was introduced to

the model, which included back-to-front difference

(BFDraw) and back-to-front ratio (BFR), as listed in

Table 3.

5) The fifth category of features was designed to model

the spectral shape of the signals. Griesinger [12] made the

observation that signals at all frequencies contribute to the

sensation of envelopment. The authors observed that a

low-pass-filtered surround sound recording is less envel-

oping than its original version as high-frequency

components or even sound sources may vanish because

of the filtering. It was shown in [7] that low-pass-filtered

recordings have lower mean envelopment scores than

their original recordings. This motivated the authors to

include in the model features based on the spectrum of the

signal, namely, spectral rolloff (Rraw) and spectral

centroid (Craw), as listed in Table 3.

6) Finally to model the temporal structure of the

signals, three additional features were introduced to the

model, namely, EntropyL and EntropyR, inspired by [28],

and TDF, see Table 3. (For more details about the

computation, see [7].)

In addition to the features listed in Table 3, a number of

two-way interaction features, that is, feature products,

were introduced. Anderson [29] reported that humans use

three different integration rules in psychological studies

to combine information—sum, average, and product.

Hands [30] showed that multimedia quality scores could

be approximated using audio and video quality scores by

following a multiplicative rule. Therefore it was hypoth-

esized that multiplicative terms could help in predicting

envelopment scores. The interaction features computed

using the multiplicative rule were calculated by multi-

plying any two direct features listed in Table 3. Selected

interactions derived from KLTV1, BFDraw, and BFR were

constructed. In addition all possible interactions of

octave-band IACC features were introduced, for a total

of 71 features (17 direct features and 54 interaction

features).
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4 MODEL CALIBRATION

Partial least squares (PLS) regression was used for

calibrating the model. The features described in the

preceding section were somewhat correlated to each

other, and therefore they were not free from the problem

of multicolinearity. PLS regression is an efficient solution

to the multicolinearity problem [31]. A PLS regression

algorithm decomposes the prediction variables (here

features) into principal components (PCs). The algorithm

finds components from independent variables that are also

relevant to dependent variables [31].

An iterative process was used during calibration. In the

first iteration a model with 71 features and 71 PCs showed

the proportion of variance explained by the correlation

coefficient, R¼ 0.94, between actual and predicted scores

within the calibration set. In addition a root-mean-squared

error of prediction (RMSP) of less than 5% was observed

for the initial model. It is likely that a complex model

would fail upon validation because of overfitting a large

number of degrees of freedom (Df). The iterative process

permitted to develop a simplified model with relatively

fewer degrees of freedom. The correlation coefficient R

and RMSP values were used to measure the performance

of the objective models during the intermediate steps of

the iterative process. An overview of the iterative process

is given in the following paragraphs. (For a detailed

discussion see [7].)

During the iterative process the number of PCs and

features to be used in the model was reduced without

affecting the performance of the model significantly (see

Table 4 for details). During iterations 1 to 4 it was found

that the performance of the model was still acceptable

(since RMSP is comparable to interlistener errors that

Table 3. Features used for predicting the envelopment score,* grouped by type.

Number
Feature
Name Description Related Factor

1 IBB0 Broad-band IACC values computed for 08

head orientation

Reproduced sound scene width

IOB0 Average octave-band IACC values at 08 and

1808

Reproduced sound scene width

IOB30 Average octave-band IACC values at 308 and

3308

Reproduced sound scene width

IOB60 Average octave-band IACC values at 608 and

3008

Reproduced sound scene width

IOB90 Average octave-band IACC values at 908 and

2708

Reproduced sound scene width

IOB120 Average octave-band IACC values at 1208

and 2408

Reproduced sound scene width

IOB150 Average octave-band IACC values at 1508

and 2108

Reproduced sound scene width

2 KLTV1 Percentile variance of first eigenchannels of

KLT

Interchannel coherence

3 ASD Area based on dominant angles (threshold ¼
0.90)

Area of sound distribution around

listener

CCAlog Logarithm of centroid of histogram plotted

for dominant angles (threshold ¼ 0.90)

Extent of sound distribution

4 BFR Ratio of average energy in rear channels to

front channels

Relative energy distribution

BFDraw Back-to-front difference Relative energy distribution

5 Craw Spectral centroid of mono downmixed signal Spectral characteristics

Rraw Spectral rolloff of mono downmixed signal Spectral characteristics

6 TDF Time-domain flatness Temporal characteristics

EntropyL Entropy of left ear signal calculated from

binaural recording

Temporal characteristics

EntropyR Entropy of right ear signal calculated from

binaural recording

Temporal characteristics

*See [7] for more details.
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occur in a typical listening test), even when there were

only two PCs in the model. Thus the number of PCs was

reduced to two after the fourth iteration. From iteration 5

onwards the decision to remove a feature from the model

was made by analyzing the relative importance of

standardized regression coefficients (b values) in the

model. The magnitude of a b value indicates the

importance of a feature in the regression model—the

larger the magnitude of b, the greater the importance of a

feature in a regression model, and vice versa. Until the

eighth iteration the b value of each feature was

inspected, and the features with the smallest b values

were removed from the pool of features. Thus after the

eighth iteration the number of features in the model was

reduced to seven (see Table 4). b values of the features

obtained after the eighth iteration are presented in Fig. 4.

A positive b value indicates that the feature is correlated

positively to envelopment scores, and vice versa. From

the figure it can be seen that the most important feature

was Rraw, since it has the largest b value, and

KLTV1_CCAlog is the least important since it has the

smallest b value.

From the ninth iteration onward the nature of each

feature was considered for simplifying the model. To this

end a correlation loading plot was used, which can be

viewed as the ‘‘bridge’’ between the variable (feature)

Fig. 4. Standardized coefficients of features (b values) obtained during calibration after the eighth iteration.

Table 4. Steps of iterative regression analysis during calibration.

Iteration
Variance

R2 RMSP
Number of

Features
Number
of PCs Changes made before Subsequent Iteration

0 0.94 4.96 71 71 Reduced no. of PCs to 8

1 0.86 7.27 71 8 Reduced no. of PCs to 4

2 0.83 8.12 71 4 Reduced no. of PCs to 3 and features to 37

3 0.83 8.19 37 3 Reduced no. of PCs to 2 and features to 22

4 0.83 8.18 22 2 5 features with low b values were removed

5 0.83 8.12 17 2 4 features with low b values were removed

6 0.83 8.24 13 2 4 features with low b values were removed

7 0.83 8.19 9 2 BFDraw_CCAlog and BFRlog_CCAlog were removed because

of low b values

8 0.81 8.38 7 2 CCAlog was removed since CCAlog and ASD explained a

similar perceptual phenomenon

9 0.81 8.38 6 2 CCAlog was included back, then ASD was removed just to

analyze performance of resulting model

10 0.81 8.52 6 2 ASD was included back and CCAlog was removed

11 0.81 8.54 5 2 BFDraw_IOB60 was removed

12 0.81 8.55 4 2 None

J. Audio Eng. Soc., Vol. 58, No. 12, 2010 December 1021

PAPERS UNINTRUSIVE MODEL FOR PREDICTING SENSATION OF ENVELOPMENT



space and the PC space. The loading plot shows to what

extent each feature contributes to each PC. (In PLS

regression each PC is represented as a linear combination

of features, and each feature can play a part in more than

one PC.) The relationships between the features (such as

the similarities) can be examined using a loading plot [32].

Fig. 5 shows a loading plot for the first two PCs obtained

after the eighth iteration. The x axis denotes the correlation

coefficients of all the features that comprise PC1 and the y

axis denotes the correlation coefficients that define all

features that comprise PC2. From the loading plot it can be

seen that two different groups of features on the left- and

right-hand sides of the x axis explain the same phenomena

associated with envelopment, but in a converse manner. In

other words, one group of features was related to

envelopment positively and the other group negatively.

The first group of features (BFDraw_IOB60, KLTV1_IOB60,

IOB60_IOB150) had negative b values and the second group

of features (KLTV1_CCAlog, BFDraw_CCAlog, ASD,

CCAlog) had positive b values. In addition it can be seen

that spectral rolloff Rraw was independently located on the

top of the y axis (PC2) and was much less related to any

other feature, representing a second dimension. It appears

from the loading plot that PC1 accounted for spatial

aspects of reproduced sound, whereas PC2 accounted for

timbral aspects. The closeness of envelopment (ENV) and

features such as ASD and CCAlog on the loading plot

indicates that they were strongly related to the listeners’

sense of envelopment.

The empirical iterative process was continued by

inspecting loading plots and removing a few features

with similar characteristics (that is, clustered on the

loading plot). Finally a simple model employing only five

features and two principal components was obtained. The

resultant model explained 81% of the variance. The

regression equation for predicting perceived envelopment

obtained using the final model is

ENV ¼ 0:0016Rraw þ 4:31ASD� 27:19IOB60 IOB150

� 0:23KLTV1 IOB60 þ 0:13KLTV1 CCAlog

þ 51:75 ð1Þ

where the features R raw, ASD, IOB60_IOB150,

KLTV1_IOB60, and KLTV1_CCAlog were computed as

described in the Appendix. Note that the coefficients in

Eq. (1) are not standardized, and therefore the relative

importance of each feature should be analyzed using the b
values in Fig. 6.

5 RESULTS OF CALIBRATION

The scatter plot of the actual and predicted envelop-

ment scores obtained using the final model is shown in

Fig. 7. From this scatter plot it can be seen that the

Fig. 5. Correlation loading with respect to two PCs during calibration after eighth iteration.
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number of predicted scores that deviate from the

diagonal target line is relatively small. The calibrated

model exhibited a correlation of 0.90 between actual and

predicted scores and an RMSP of 8.54%. It was found

that approximately 73% of the predicted scores ex-

hibited errors (the difference between predicted and

actual envelopment scores) within 10 on a 100-point

scale.

6 RESULTS OF VALIDATION

To validate the objective model for predicting envel-

opment, the features obtained in the final iteration of

regression analysis were computed for those recordings

used in the validation listening tests. The values of the

aforementioned features were then applied to Eq. (1).

Upon validation the model showed a correlation of 0.90

between actual and predicted envelopment scores and an

RMSP of 7.75%. The scatter plot of the validation scores

is given in Fig. 8. It was estimated that 75% of the

recordings exhibited errors less than 10 on a 100-point

scale.

7 DISCUSSION

As mentioned in the preceding, an important physical

factor that influences the experience of envelopment is the

degree of sound distribution around the listener. Since the

aim of ASD and CCAlog was to model the extent of sound

distribution and they showed relatively high b values in

the model (see Fig. 6), it can be concluded that ASD and

CCAlog were successful in predicting envelopment scores.

Fig. 6. Standardized coefficients of features (b values) used in final model after calibration (twelfth iteration).

Fig. 7. Scatter plot of predicted versus actual envelopment

scores (calibration).

Fig. 8. Scatter plot of predicted versus actual envelopment

scores (validation).
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The envelopment scores of the recordings processed

with a low-pass filter and surround sound low-bit-rate

encoders were lower than those of their associated

original (unprocessed) recordings. Since both of these

types of recordings lacked high-frequency components,

the spectral rolloff of the mono downmixed signal Rraw

contributed to modeling this effect.

Berg and Rumsey [2] reported that envelopment in the

context of multichannel audio could in some cases be

considered as ‘‘extended width.’’ Morimoto has also

proposed that perceived width and envelopment may not

always be as clearly separable as some suggest. An IACC

feature may model extended width. Therefore it is not

surprising that the interaction feature IOB60_IOB150 based

on the IACC was found to be important in the model.

Blauert [26] has shown that interchannel coherence

accounts for the spatial impression of the listeners. This

means that the degree of envelopment depends not only

on the distribution of sound sources around the listener,

but also on how correlated they are. This could explain

why two interaction features based on KLTV1 were found

to be important in the final model, namely, KLTV1_IOB60

and KLTV1_CCAlog.

The developed model reported in this paper could be

used as a building block of a more complex model

predicting the overall quality of surround audio. The

model could be used in broadcasting applications, for

example as an aid in real-time monitoring of perceived

envelopment of broadcast program materials. Further-

more the model might be useful in automatic music

information retrieval applications to select recordings

based on the enveloping experience that they can deliver.

Since the authors used a simplified definition of

envelopment during the listening tests, it should be noted

that the model is assumed to predict envelopment

according to the definition that was given to the listeners

and the anchor stimuli used. The models that were

developed by Soulodre et al. [11], Hess [13], and

Griesinger [12] used room impulse responses for

predicting LEV. In the current model signals from

multichannel program material were used for calibration.

Hence the authors do not claim that the model predicts

LEV in the context of concert hall acoustics.

The current model was calibrated and validated using

five-channel audio recordings and their processed ver-

sions. The processed versions were obtained using three

types of processes: low-bit-rate audio encoders, downmix

algorithms, and low-pass filters. Hence it is unknown

whether the model will be valid when applied to audio

recordings processed using different types of algorithms,

such as level misalignment, channel routing error,

missing channels, or out-phase errors. Besides it is not

known whether the model is applicable to higher order

spatial reproduction systems. During listening tests all the

recordings used in the calibration and validation were

played back at an equalized loudness of approximately 94

phon. Loudness equalization was first done using Moore

et al. [33] and then by a small panel of expert listeners.

Therefore it is not known whether the model could predict

envelopment scores of recordings that are not equalized.

8 CONCLUSIONS AND FUTURE WORK

This paper describes the development of an objective

model that predicts the sensation of envelopment arising

from five-channel surround sound recordings. The

developed model was calibrated and validated using two

separate listening tests. Five audio features were used in

the prediction model. The nature of these features helped

to understand which audio characteristics were important

for predicting the sensation of envelopment. It was found

that the sound distribution around the listener on its own

and also in combination with the interchannel correlation

plays an important role in the prediction of envelopment

scores. In addition it was observed that interaural

correlation contributes substantially to the prediction of

the envelopment scores. Finally it was found that a simple

spectral feature accounting for the bandwidth of the

signals is also needed for an accurate prediction of the

envelopment scores.

The accuracy of the model for predicting envelopment

was comparable to the interlistener error observed in a

typical listening test. This is promising since the model

was of an unintrusive nature (single-ended) and used only

five degrees of freedom.

The first step in any future work could be to improve

the performance of the model by reducing the number of

outliers. To that end it is necessary to identify the physical

features of the poorly predicted stimuli that are not well

modeled by the current model. Moreover the developed

model could be upgraded to support additional degrada-

tion types as well as higher order systems.
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APPENDIX
This appendix provides information on how the direct

features used in the final model were computed.

A.1 IACC Measurements

The first step for computing an IACC-based feature

was to transform a multichannel recording into binaural

signals. The binaural recordings were constructed by

convolving multichannel signals with HRTF impulse

responses, measured at the positions of each loudspeaker

(L, R, C, LS, and RS), following Gardner and Martin [34].

The binaural recordings were then divided into frames of

43-ms (2048 samples at 48 kHz) duration and passed

through an octave-band filter bank with center frequen-

cies of 500, 1000, and 2000 Hz. Then the cross-

correlation function was calculated for each band using

the following equation:

IACCðsÞ ¼

Zt2

t1

PLðtÞPRðt þ sÞ dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZt2

t1

P
2

LðtÞdt

Zt2

t1

P
2

RðtÞ dt

vuuut
ð2Þ

where PL and PR represent the left- and right-channel

signals of binaural recording, t is time, argument s is the

time lag introduced between the left and right channels,

and t1 and t2 are the boundaries of a time frame. The

difference between t2 and t1 is 2048 samples. In this study

the time lag s ranged from �1 to þ1 ms. To obtain a

single value of IACC, the maximum cross-correlation

function IACC(s) was selected,

IACC ¼ jIACCðsÞjmax; for�1 , s ,þ1 ms: ð3Þ

The average of the IACC values obtained from Eq. (3)

over the frames was computed. Then the IACC values

obtained for the three frequency bands mentioned were

averaged. The final value of the IACC feature was

obtained by averaging two IACC values computed at two

head orientations symmetrical about the frontal orienta-

tion. That is, to compute IOB60, IACC measurements at

head orientations 608 and 3008 were averaged. Similarly,

IOB150 was constructed using the IACC values computed

at head orientations 1508 and 2108. This was done in order

to combine the information from the two sides of the

listening area. This procedure of combining two IACC

values enabled a reduction in the number of features with

similar characteristics.

A.2 Variance of First KLT Eigenchannel (KLTV1)

The KLTV1 feature was designed to measure the

interchannel correlation between loudspeaker signals.

This feature is also known as principal component

analysis (PCA) and is related to singular-value decom-

position, eigensystems, and modal analysis. For comput-

ing the variance explained by the first eigenchannel, a

scheme proposed by Henning et al. [35] was used. By

definition the first KLT eigenchannel k1 explains the

greatest amount of variance, the second eigenchannel

explains the next largest variance, and so on. The

interchannel correlation can be extracted from the

variance explained by the first eigenchannel k1. If the

variance is of high magnitude, it means that the original

signals are highly correlated. A schematic diagram of the

algorithm used for computing the variance of the first

eigenchannel is shown in Fig. 9.

Fig. 9. Flowchart of algorithm for computing variance of

first KLT eigenchannel.
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A.3 Area of Sound Distribution (ASD)

The area of sound distribution feature was computed

using the spatial scene analyzer proposed by Jiao [36].

The spatial scene analyzer is based on KLT and it

decomposes the five channel recordings into five principal

components (eigenchannels) in a hierarchical way. The

spatial scene analyzer is capable of detecting the

directions of the eigenchannels with the amount of

variance that they explain. This feature of the spatial

analyzer was used in order to calculate the extent of sound

distribution around the listener. For computing the ASD

the audio signal was divided into frames of 43-ms

duration. Each frame was then processed with the spatial

scene analyzer. The directions of the loudspeaker signals

were then represented as complex vectors in a plan view:

CL ¼ r1 sin
�p
6

� �
þ j cos

�p
6

� �h i
ð4Þ

CR ¼ r2 sin
p
6

� �
þ j cos

p
6

� �h i
ð5Þ

CC ¼ r3 sin 0Þ þ j cosð0ð Þ½ � ð6Þ

CLS ¼ r4 sin
�2p

3

� �
þ j cos

�2p
3

� �� �
ð7Þ

CRS ¼ r5 sin
2p
3

� �
þ j cos

2p
3

� �� �
ð8Þ

where CL, CR, CC, CLS, and CRS are the directions of

loudspeakers L, R, C, LS, and RS. The variables r1, r2, r3,

r4, and r5 are the eigenvectors associated with each

eigenchannel.

To simplify the calculation of the spatial distribution

area, a symmetrical sound distribution around the listener

was assumed. Hence those components needed for

explaining 90% of the variance were selected, and

angular displacements corresponding to irrelevant com-

ponents were removed. Examples of the output collected

from the spatial scene analyzer are plotted in Fig. 10. The

arc with maximum angular displacement hmax (in radians)

was found and used to compute ASD,

ASD ¼ r
2
hmax ð9Þ

where r is the virtual radius of the active listening area,

r ¼
XN

j¼1

ej ð10Þ

with ej being the variance explained by the jth component

and the value of N (1, 2, . . ., 5) depending on the number

of eigenchannels required to explain 90% of the variance.

The value of r was between 0.9 and 1.0 and the highest

and lowest values of ASD were 3.14 (for a 3/2 stereo

recording with direct sources in the rear channels) and 0

(for a mono recording). A flowchart illustrating the

algorithm that computed the area of sound distribution is

shown in Fig. 11.

A.4 Centroid of Coverage Angle (CCA)

CCA has characteristics similar to those of ASD since

the computation of CCA relies on the directions of the

eigenchannels provided by the spatial scene analyzer

mentioned. It was assumed that CCA models the extent of

the coverage angle from reproduced sound around the

listener. To compute this, as in the case of ASD, a

reduced set of angles which corresponded to the

eigenchannels that explained 90% of the variance was

obtained. To simplify the calculation of the spatial

distribution area, a symmetrical sound distribution around

the listener was assumed. Therefore the angular histogram

was plotted only for selected arcs falling within positive

five-degree intervals 08–58, 58–108, 108–158, . . ., 1758–

1808. Thus the center of gravity of the coverage angles

was computed from the histogram using the following

equation:

CCA ¼

X36

j¼1

Cj�hj

X36

j¼1

Cj

ð11Þ

where Cj denotes the edge of the jth angular bin. The

flowchart of the algorithm that computed the center of

gravity of the coverage angles is shown in Fig. 12. It was

found that a logarithmic transformation in Eq. (11)

improved the performance of this feature. Therefore a

natural logarithm was applied to Eq. (11) to yield CCAlog.

Fig. 10. Output of spatial scene analyzer after selecting

relevant eigenchannels. (a) For 2-channel stereo recording.

(b) For 3/2 stereo recording with ambience in rear channels.

(c) For 3/2 stereo recording with direct sources in rear

channels.
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Fig. 11. Flowchart of algorithm for computing area of sound distribution (ASD) around listener.

Fig. 10. Continued
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A.5 Spectral Rolloff (Rraw)

The spectral rolloff feature was designed to model the

shape of the spectrum. The first step in computing the

spectral rolloff was to downmix the multichannel audio

into a mono signal. Then the mono version of the audio

signals was divided into frames of size 43 ms. A Fourier

transform was applied to each frame and the magnitudes

Mj[n] of the Fourier transform were used for further

calculations. Starting from zero frequency, the spectral

rolloff was defined as the frequency index Rj at which

95% of the frame’s energy was included. Thus Rj was the

smallest value of Pj that satisfied the inequality

XPj

n¼1

Mj½n� � 0:95
XN

n¼1

Mj½n�: ð12Þ

Finally the average spectral rolloff across the frames

was computed to give Rraw.

Fig. 12. Flowchart of algorithm for computing centroid of coverage angles.
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