Abstract. Good binaural reproduction of spatial sound needs accurate Head-Related Impulse
Responses (HRIRs). A stereo-vision system gave 3D body, head and ear geometry for

boundary element method (BEM) acoustical simulation. Audio samples filtered by the

simulated HRIRs were auditioned versus those filtered by dummy-head HRIRs. Personalized
HRIRs gave better localization, whereas other listeners favoured dummy-head HRIRs. Visual

mapping offers a rapid, non-invasive way to enhance a user's auditory experience.
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1. Introduction

Headphone delivery of multimedia content:

- increases sense of immersion

- suppresses of interference

- provides privacy & mobility

- enriches listening experience of spatial audio
Cues exploited in spatial perception [3,6]:

- Interaural Time Difference (ITD)

- Interaural Level Difference (ILD)

- Spectral coloration

Cues can be represented within [3,5]:

- Head-Related Impulse Responses (HRIRs)

- Head-Related Transfer Functions (HRTFs)
These depend on individual’s acoustic response,
especially of head, ears and torso [6]. Accurate
personal HRIRs enable binaural reproduction’s
benefits to be realized for immersive gaming.

This paper investigates the use of one person's
surface geometry for calculating his HRIRs
through acoustical simulation [8,15]. The ear,
head and torso geometries were obtained via
3D video techniques, aligned and converted into
a solid 3D mesh, whose acoustical response was
computed by the boundary element method
(BEM) [4,7-9]. Various resolutions of the mesh
components were tested. By combining the
responses at multiple frequencies, time-domain
HRIRs for the left and right ears were obtained
and utlized to synthesize audio samples. For
comparison, acoustically-measured HRIRs of a
dummy head were also employed [5]. These
acted as stimuli in subjective listening tests that
were conducted to assess localization accuracy,
including the impact of personalization.

The contributions of this work include using:
a real human subject

off-the-shelf face capture [2,10]
open-source BEM acoustical simulation [1,7]
perceptual evaluation of the HRIRs.

2. Method
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Figure 1. Block diagram of HRIR calculation.

2.1. Face capture

Figure 3. Infrared (left) and color (right) images.

2.2. Mesh generation
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ad and torso construction (left) and
completed mesh (right).

3. Simulations
3.1. Pilot test with spherical meshes

BEM simulations were conducted over the
frequency range 0-4 kHz, at various mesh
resolutions. Initial tests were done on spherical
meshes for validation, then on real mesh data.
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Figure 6. Simulated pressures on coarse sphere.
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Figure 7. HRTF for coarse (left) and fine (right)
spheres at 270°: sound pressure magnitude (dB)
versus azimuth (degree) and frequency (Hz).

3.2. Effect of torso
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Figure 8. Left-ear HRTFs of captured mesh with
(left) and without (right) the torso: sound
pressure magnitude (dB) versus azimuth
(degree) and frequency (Hz). Resolution: head 8
mm, ear 2 mm, and torso 10 mm.

3.3. Ear mesh resolution

Since the ears are small relative to the head and
torso, we used a finer resolution on the pinnae
without significantly increasing the computation
time. Simulations were run for ear meshes with
1 mm, 2 mm and 5 mm resolution.

The results revealed only subtle differences in
the shape of the HRTFs (not shown here), but
some influence on the overall magnitude. This is
not surprising since the critical frequencies for
these resolutions (56 kHz, 28 kHz and 11 kHz,
respectively) are well above 4 kHz. For the
subjective evaluation described in Section 4, the
finest resolution was selected.
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Figure 9. Left-ear HRTFs of captured mesh with
coarse (left) and fine (right) detail of the head:
sound pressure magnitude (dB) versus azimuth
(degree) and frequency (Hz). Resolution: head
10 mm and 5 mm, ear 2 mm, torso 10 mm.

4. Subjective evaluation

Stimuli were assessed in listening tests over
headphones alongside those generated from
dummy-head HRTFs with randomized
presentation, by the person whose geometry
was captured, and 10 other participants.
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Figure 10. GUI for subjects to evaluate

perceived location in terms of azimuth angle.
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Figure 11. Histograms of azimuthal magnitude
error from lateralization tests: responses by
meshed subject (left) for (upper) BEM simulated
and (lower) measured KEMAR HRIRs, responses
by other participants (right) for (upper)
simulated and (lower) measured HRIRs.

5. Conclusion

We present a method to obtain HRIRs for an
individual with commercially-available 3D vision
systems acquiring ear, head and torso geometry
and BEM acoustical simulation. Simulation tests
with captured geometry investigated the effects
of torso, ear and head mesh resolution. With an
appropriate resolution for these components,
the HRIRs were computed from the integrated
mesh and convolved with speech signals to
create stimuli for subjective evaluation.
Listening tests provided validation of the
simulated HRIRs, confirming that the participant
whose geometry was meshed could locate
sources more accurately with them than with
measured dummy-head HRIRs. In contrast,
other participants recorded better accuracy with
the measured HRIRs, as expected [11-13].
Further validation is warranted against
acoustical measurements of individual HRIRs
and with multiple personalized meshes. It would
be interesting to investigate means of extending
the simulations' frequency range and reducing
computational requirements, and, from an
applications perspective, to quantify the effect
on users' presence and immersion during game

play.
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