
Theoretical justification for
the forward procedure

Problem 1: Computing P (O|λ)

For the total probability of the observation sequence with
model λ, we sum across all possible state sequences:

P (O|λ) =
∑

all X

P (O, X|λ)

=
N∑

i=1

P (xT
1 , oT

1 |λ) (33)

where xT
1 and oT

1 are T -frame state and observation se-
quences. The RHS term upto any frame t is

P (xt
1, ot

1|λ) =
N∑

i=1

P (xt−1
1 , ot−1

1 |λ)P (xt, ot|xt−1
1 , ot−1

1 , λ),

(34)
and we define the forward likelihood as

αt(i) = P (xt
1, ot

1|λ). (35)



This enables us to re-write eq. 34, for xt = j:

αt(j) =
N∑

i=1

αt−1(i)P (xt, ot|xt−1
1 , ot−1

1 , λ)

=
N∑

i=1

αt−1(i)P (xt|xt−1
1 , ot−1

1 , λ)×

P (ot|xt, x
t−1
1 , ot−1

1 , λ). (36)

Now, we apply simplifying assumptions to yield,

αt(j) =
N∑

i=1

αt−1(i)P (xt = j|xt−1 = i, λ)P (ot|xt = j, λ),

(37)
where the probability of current state xt = j depends only
on previous state xt−1 = i, and the current observation
ot depends only on the current state.
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