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Abstract

This paper examines the process of transition to turbulence within an accelerating
planar liquid jet. By calculating the propagation and spatial evolution of disturbance
wave packets generated at a nozzle where the jet emerges, we are able to estimate
break–up lengths and break–up times for different magnitudes of acceleration and
different liquid to air density ratios. This study uses a basic jet velocity profile which
has shear layers in both the air and the liquid either side of the fluid interface. The
shear layers are constructed as functions of velocity which behave in line with our
CFD simulations of injecting Diesel jets. The non–dimensional velocity of the jet
along the jet centre–line axis is assumed to take the form V (t) = tanh(at) where the
parameter a determines the magnitude of the acceleration. We compare the fully
unsteady results obtained by solving the unsteady Rayleigh equation, to those of
a quasi–steady jet to determine when the unsteady effects are significant, and if
the jet can be regarded as quasi–steady in typical operating conditions for Diesel
engines.

For a heavy fluid injecting into a lighter fluid (density ratio ρair/ρjet = q < 1) it
is found that unsteady effects are mainly significant at early injection times where
the jet velocity profile is changing fastest. When the shear layers in the jet thin
with time, the unsteady effects cause the growth rate of the wave packet to be
smaller than the corresponding quasi–steady jet, while for thickening shear layers
the unsteady growth rate is larger than that of the quasi–steady jet. For large
accelerations (large a) the unsteady effect remains at later times but its effect on
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the growth rate of the wave packet decreases as the time after injection increases. As
the rate of acceleration is reduced, the range of velocity values that the jet can be
considered as quasi–steady increases until eventually the whole jet can be considered
quasi–steady. For a homogeneous jet (q = 1) the range of values of a for which the
jet can be considered completely quasi–steady increases to larger values of a.

Finally we investigate approximating the wave packet break–up length calcula-
tions with a method which follows the most unstable disturbance wave as the jet
accelerates. This approach is similar to that used in CFD simulations as it greatly
reduces computational time. We investigate whether or not this is a good approxi-
mation for the parameter values typical used Diesel engines.

1 Introduction

Within a Diesel engine there occur many processes which are fundamental to
the running of the engine [1,2]. These processes include the injection of the
fuel, the break–up of the resulting jet into droplets and the heating and evap-
oration of these droplets to name but a few [3]. Each of these processes needs
to be accurately modeled so that they can be combined in CFD simulations.
In the present study we concentrate on the injection process. The liquid fuel
is injected into the combustion chamber through an injector (which can have
multiple holes) where it breaks up into liquid sheets, ligaments and droplets
before evaporating and burning up in the autoignition and combustion pro-
cesses. From this process, one important piece of information is the ‘break–up
length’ of the jet, which is the distance from the nozzle to the point at which
liquid sheets, ligaments and droplets begin to form [4,5]. The calculation of
this length and the overall modeling of this process is very important to the
modelling of the processes in Diesel engines using CFD codes [6]. Most of the
injection models used to date determine the break–up length using the stabil-
ity characteristics of steady liquid jets [7–10]. However the liquid jet in this
injection process is not steady and is undergoing acceleration at the initial
stage. Some authors believe that this acceleration is key to determining the
differences that occur between the experimental observations and numerical
CFD simulations [6]. The CFD simulations essentially use quasi–steady ap-
proximations to model break–up, and the CFD simulations underestimate the
observed break–up length when compared to experiments. The purpose of this
paper is to clarify whether or not the effect of acceleration is responsible for
this observed underestimate of the CFD simulations. The same steady stabil-
ity characteristics are also used to determine the penetration length of fuel
sprays [7], which is the maximum distance from the nozzle at which droplets
are observed when a spray is injected into a combustion chamber. In a spray
with a coherent jet at the nozzle the penetration length is related to the break–
up length and so understanding the role of unsteadiness in jets will also help
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to better understand why these penetration results too are underestimated by
the simulations by as much as 50% [6]. In this paper we study the effect of
acceleration on liquid jets to determine when the acceleration effects signifi-
cantly affect the break–up length and how we might be able to incorporate
this effect into CFD simulations. While the jets in Diesel engines are approx-
imately axisymmetric, we consider planar jets in this study as these allow us
to simplify the analysis. Our main objective is to generate a qualitative under-
standing of the effect of acceleration, not to generate quantitative agreement
with experiments at this stage. The stability and break–up properties of both
steady axisymmetric and planar jets have been studied both experimentally
and theoretically in the past, and for a good overview of these studies the
reader is directed to the introduction of [11]. This planar approximation also
means that we are neglecting the effect of swirl on the jet break–up length. Ex-
periments have shown that swirl reduces the break–up length in both viscous
[12,13] and more inviscid jets [14].

A planar jet consists of two parallel shear layers where the vorticity at each
layer is equal and opposite. The stability properties of such jets are found
by performing a linear stability analysis about a basic velocity profile U(y)
where y is a coordinate normal to the jet axis. By looking for a traveling wave
solution of the linearized Navier–Stokes equations of the form v̂(x, y, t) =
ṽ(y) exp[i(αx − ωt)], in the absence of viscosity, we arrive at the Rayleigh
equation

(αU − ω)

(
d2ṽ

dy2
− α2ṽ

)
− αd

2U

dy2
ṽ = 0, (1.1)

where ṽ(y) is the velocity component normal to the jet axis (in the y–direction),
t is time, α is the streamwise wavenumber and ω is the complex angular fre-
quency; see [15]. Here we neglect the effect of viscosity as experimental studies
have shown that the Kelvin-Helmholtz/Rayleigh instability is the dominant
instability in the break–up of jets [16]. Also, as typical Reynolds numbers for
Diesel jets are larger than 103, viscosity can be neglected in this problem, as
is the case in channel flows [17]. The effects of viscosity are implicitly taken
into account in this study via the form of the velocity profile U .

By performing a temporal stability analysis on this equation, the range of real
α values for which the individual disturbance waves grow (Im(ω) = ωi > 0)
can be determined. This range of values, as well as the magnitude of ωi,
depends upon the thickness of the shear layers at the edge of the jet, and the
magnitude of the surface tension [18,19]. By forming the superposition of all
the real wavenumbers α, the spatio–temporal evolution of a wave packet is
found. The stability properties of this wave packet for a steady jet have been
well studied by [20,21] and [22] for example, where the latter have shown that
the break–up length of a steady jet depends upon the exact form of the velocity
profile U(y). It was found from their CFD simulations for an axisymmetric
jet that steady jets at high velocities, have a thinner shear layer in the liquid
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close to the nozzle than steady jets at lower velocities. These simulations also
showed that the higher velocity jets have a larger ratio of the fluid velocity at
the fluid interface to the maximum centre–line velocity, than the slower jets.
The break–up length of the jet as a function of its velocity was shown to agree
qualitatively with experimental results. In this paper we use a similar profile,
found from a CFD simulation, to model accelerating jets.

Steady flows can be classed as stable, convectively unstable or absolutely un-
stable [23]. Unsteady flows cannot be labeled as easily because the growth
rate ωi and phase speed cr = ωr/α of each wave of (1.1) are now functions of
time and so the flow could go through different states as time evolves. This
has been addressed by describing instantaneous stability results, where some
measure of the flow is examined to see if it is growing or decaying at a particu-
lar time [24,25]. We note here that (1.1) does not strictly apply to an unsteady
flow, but it should be a valid approximation when the magnitude of the ac-
celeration is weak enough. In the present work we are less concerned with
classifying the flow as stable or unstable etc, but more interested in finding
the absolute amplitude of a wave packet as it evolves. Furthermore we will go
beyond instantaneous stability results and solve the full unsteady disturbance
equations. Unsteady flows that are periodic in time have been well studied
in the literature by using Floquet theory which investigates whether there is
net growth or decay over a complete period of the basic flow. These flows can
be solved by well established methods [26–29]. However, the stability of non–
periodic unsteady flows has not been studied to such an extent and yet they
have many practical applications, such as the fuel injector problem discussed
in this paper.
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Fig. 1. Plot of the injection velocity as a function of time (curve 1) for a Diesel
fuel jet observed experimentally [30], and an approximation to the injection process
using the hyperbolic tangent function (curve 2). For this experiment the ratio of
the air density in the chamber to the liquid fuel density was q = ρ2/ρ1 ≈ 1/12.

Figure 1 shows an example of a typical injection velocity (curve 1), measured
experimentally, as a function of time [30]. Although the maximum velocity
value and initial rate of acceleration may change, the structure of this profile
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is typical of Diesel jets. The injection velocity has an initial region where the
fluid is rapidly accelerated, after which there is a slow oscillatory injection
region, but this is not of interest to us here because initial jet break–up has
occurred before this region is reached. In this paper we approximate the rapid
acceleration via a hyperbolic tangent function as shown by curve 2 in figure
1. Using this approximation, we can examine how disturbances generated at
different times at the nozzle, propagate downstream and eventually lead to
the jet breaking up into liquid sheets, ligaments and droplets. We assume
this break up happens when the disturbance reaches some threshold ampli-
tude where non–linear effects become important. Disturbances which leave the
nozzle at early times will be subject to high levels of acceleration, ones which
leave at late times will experience an approximately steady jet, and those in
between will see moderate acceleration effects. The purpose of this study is to
investigate how this acceleration affects the break–up length of the jet, and
find out if the magnitude of the acceleration for Diesel jets is large enough so
that the break–up length of the unsteady jet is significantly longer than that
of the quasi–steady jet.

We examine this problem by using a particular jet velocity profile U(y, t) that
captures essential features predicted by CFD simulations. The velocity profile
we use approximates the CFD profiles obtained by taking into account the
effects of viscosity and has a shear layer either side of the fluid interface. The
profile has the properties that the shear layer in the jet thins as the jet velocity
increases, while the ratio of the velocity at the interface to the maximum jet
velocity also increases with velocity. The actual form of the velocity profile
depends upon the geometry of the nozzle (length to diameter ratio, contraction
ratio etc) but we expect the results of this paper to be qualitatively similar
for many nozzle types. Although our motivation for this work comes from
transient Diesel jets, we study the problem in more generality. Therefore one
parameter of interest is q = ρ2/ρ1, where ρ1 is the density of the jet and ρ2 is
the density of the surrounding fluid. We consider a value of q typical to that
in Diesel jet experiments, and we also consider the homogeneous case q = 1.
The case q = 1 is considered as a starting point for the numerical analysis as
the problem is simplified when no fluid interface is present.

The present paper is laid out as follows. In §2 we formulate the problem, dis-
cuss how the break–up lengths will be calculated and present the numerical
scheme for solving the resulting partial differential equation. In §3 we present
the results of both the unsteady and quasi–steady simulations for the density
ratios q = 1/35 (typical for Diesel engine–like conditions) and q = 1. We also
investigate when the growth rate for the unsteady calculations is considerably
different to that of the quasi–steady calculation. Finally we investigate an ap-
proximate jet break–up method which only follows the evolution of the fastest
growing wave and compare these results with the wave packet calculations.
Our concluding remarks and discussion are given in §4.
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2 Formulation

In this paper we consider a two–dimensional planar jet which is orientated
along the x∗−axis in the dimensional (x∗, y∗) plane with a dimensional velocity
profile U∗(y∗, t∗), emerging from a nozzle of thickness 2L∗ centred at (x∗, y∗) =
(0, 0). As t→∞ the maximum velocity of the jet levels off and we define our
reference velocity to be U∗0 (0,∞) (see curve 2 of figure 1). By using L∗ and U∗0
as a reference length and velocity respectively, we introduce non–dimensional
variables (x, y) = (L∗)−1(x∗, y∗) such that the jet has thickness 2 and a non–
dimensional velocity profile U(y, t). The fluid within the jet has density ρ1 and
lies between an outer fluid of density ρ2. We denote the jet centre–line velocity
U(y = 0, t), as V (t), and so we have the condition V (t)→ 1 as t→∞.

In this study we assume that the jet does not spread significantly in the
y−direction as it moves along the x−axis in the region of interest to us.
Therefore, we consider the basic velocity profile u = U(y, t)i as a function of
the coordinate normal to the jet and time only, where i is the unit vector in
the streamwise direction. This assumption holds in the vicinity of the nozzle
where the jet spreads slowly in space. A typical velocity profile for this type
of jet problem will have a shear layer in each fluid near the edge of the jet,
and an example of such profiles is given in figure 2. The velocity profiles in
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Fig. 2. A selection of (a) velocity profiles from the CFD
simulations taken at 0.1mm from the nozzle for times
t∗ = 0.035 ms, 0.04 ms, 0.045 ms, 0.055 ms, 0.07 ms, 0.1 ms, 0.175 ms
and 0.3 ms after injection. These are numbered 1 − 8 respectively and
U∗/U∗0 = 0.22, 0.31, 0.40, 0.55, 0.72, 0.77, 0.88 and 1 for these results re-
spectively. The fluid interface is denoted by the vertical dotted line, except for
results 1 − 3 where the interface lies just to the right of this line due to the fuel
bulging out of the nozzle initially. In this simulation ρ1 = 700 kgm−3, the pressure
inside the cylinder is 4 MPa and the temperatures of the fuel and the air are
430 K and 788 K respectively. Also, q = 0.0253 ≈ 1/40 and the nozzle radius is
0.0675mm. Panel (b) shows a close up of these profiles showing the approximate
edge of the shear layer in the jet.
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figure 2 are calculated for an accelerating, axisymmetric Diesel jet injecting
into static air. These profiles were generated using the CFD package ANSYS R©

FLUENT R©, where the boundary condition for the mass flow rate of fluid in
the nozzle is taken from an in house experiment, see figure 3(a) [31]. The
profiles show the evolution of the velocity profile during the injection process
and show the slight thinning of the shear layer in the jet as the jet velocity
increases beyond about 110 ms−1.
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Fig. 3. Plot of (a) the mass flow rate as a function of t∗, measured by [31] and used
as the nozzle boundary condition in the CFD simulations. The crosses in panel (b)
show the centre–line velocity of the jet as a function of t∗ from the CFD simulations
at 0.1 mm from the exit of the nozzle, and the solid line is the approximation
V ∗ = 340 tanh(11000t∗). Here q = 0.0253 ≈ 1/40.

The velocity profiles in figure 2 are calculated using the Eulerian multiphase
model. In this model a momentum equation for each fluid phase is solved for,
giving the respective velocity field. Since there exist large velocity differences
between the two phases, this approach allows us to overcome the limitations
of the shared velocity and temperature formulation of the Volume of Fluid
(VOF) model, which can affect the fluid velocities computed across the inter-
face. We consider the two fluids to be immiscible and the Geo–Reconstruction
sharpening scheme [32,33] is used to construct the free surface. The computa-
tional domain is a closed cylinder 80 mm in length and 25 mm in the radial
direction which was chosen to approximate the cylinder of an engine in the ex-
perimental facility at the University of Brighton. The nozzle is approximated
by a cylindrical channel of 1.08 mm×0.135 mm (axial × radial directions) and
is located at the centre of the main cylinder edge. The computational domain
is covered by a structured mesh of approximately 82 000 nodes which is refined
inside the nozzle and in a 0.5 mm × 0.3 mm region immediately outside the
nozzle. A coarser and unstructured mesh is used outside this region and a time
step of δt∗ = 5×10−8 s is employed. A standard κ−ε turbulent model for both
fluids is used, and initially the air in the chamber is considered at rest with a
temperature of 755 K and a pressure of 4 MPa. The fuel is injected into the
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cylinder through the nozzle at the constant temperature of 430 K, assuming
an adiabatic condition on the walls and applying a mass flow rate boundary
condition, given by figure 3(a), at the nozzle inlet surface. This produces a
non–uniform velocity profile as the fuel enters the main cylinder. A check of
the dependency of the results on the numerical grid was also carried out and
the results were found to agree within a few percent.

The mass flow rate in figure 3(a) has been modified so that it levels off once the
initial acceleration of the jet has been completed at around t∗ = 2.5× 10−4 s.
Beyond this time the jet reaches a steady state, although from t∗ = 2.5 ×
10−4 s onwards, the changes in the velocity profiles are small. These velocity
profiles are generated assuming that the jet is axisymmetric, but we expect
qualitatively similar results for a planar jet, so we use these results to motivate
the velocity profiles used in this study. In fact, the experimental results of [11]
show planar jet velocity profiles which have a similar appearance to those
shown here, although they do not determine the structure of the velocity
profile in the outer fluid as we do in our CFD simulations. Figure 3(b) shows
the centre–line velocity as a function of time along with an approximation
using a hyperbolic tangent function. The profiles in figure 2 are taken at
0.1 mm from the nozzle exit and the nozzle is assumed to be full of fluid
for all times to best model the flow in a Diesel injector where the nozzle fills
with fluid as the injector needle is lifted. These profiles were approximated
by the piecewise linear profile, shown in figure 4, by [22], which was chosen
to facilitate an analytical treatment of the steady jet. In the present work we
use smoothed versions of this profile which allows for a numerical treatment
of the fully unsteady problem.
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δ1
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Fig. 4. Plot of the piecewise velocity profile studied in [22] where the thickness of
the liquid jet is 2. The density of the liquid layer is ρ1 and has a shear layer width
of δ1 while the air density is ρ2 and has a shear layer thickness δ2. The parameter
β ∈ [0, 1] defines the jet velocity at the fluid interface.

The piecewise linear profile shown in figure 4 is first generalized into the fol-
lowing unsteady profile by allowing δ1, δ2, β and V to become functions of
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time:

U(y, t) =



0 y > 1 + δ2(t),

−β(t)V (t)
δ2(t)

(y − 1− δ2(t)) 1 + δ2(t) > y > 1,

V (t)− (1−β(t))V (t)
δ1(t)

(y − 1 + δ1(t)) 1 > y > 1− δ1(t),

V (t) 1− δ1(t) > y > 0,

(2.1)

where δ1(t) is the thickness of the shear layer in the jet (fluid 1), δ2(t) is the
shear layer thickness in the outer fluid (fluid 2) and β(t) gives the ratio of the
fluid velocity at the interface to the maximum centre–line velocity of the jet.
The profile (2.1) is then smoothed off to give the velocity profile used in this
paper

U(y, t) =
V (t)

2
+

∆V (t)

2

(1− β(t))

δ1(t)
ln

 cosh
(
y−1
∆

)
cosh

(
y−1+δ1(t)

∆

)
+

β(t)

δ2(t)
ln

cosh
(
y−1−δ2(t)

∆

)
cosh

(
y−1
∆

)

 ,

(2.2)
where ∆ is a smoothing parameter. This profile is obtained by replacing the
step functions in dU/dy by hyperbolic tangent functions and integrating the
result with respect to y, a method used previously in §5.2 of [34]. A plot of the
velocity profile with δ1(t) = δ2(t) = 0.4, β(t) = 0.2 and V (t) = 1 for various
values of ∆ is shown in figure 5. We note that as ∆ → 0 the profiles become
more like the piecewise linear profiles, hence we would expect the smooth
and piecewise linear profiles to have similar properties in this limit. In §3 we
consider the profile (2.2) with ∆ = 0.025.
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Fig. 5. Plot of the velocity profile (2.2) with δ1(t) = δ2(t) = 0.4, β(t) = 0.2 and
V (t) = 1 for ∆ = 0.025, 0.1 and 0.15 numbered 1 to 3 respectively.

The stability of profile (2.2) to linear inviscid disturbances is found by lineariz-
ing the incompressible non–dimensionalized two–dimensional Euler equations
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∂û

∂t
+ û · ∇û=−∇p̂, (2.3)

∇ · û= 0, (2.4)

where û = (û, v̂) is the velocity vector. The work in this paper will also hold for
flat jets of a finite thickness, because the Squire transformation will convert
the 3D analysis into the below 2D analysis [35]. We introduce velocity and
pressure fluctuations of the form

(û, v̂, p̂) = (U(y, t), 0, 0) + ε(u(y, t), v(y, t), p(y, t))eiαx + complex conjugate,
(2.5)

into (2.3) and (2.4), where ε � 1 and u, v, p = O(1). By eliminating the
pressure p and the streamwise velocity u from the set of O(ε) equations we
arrive at

∂

∂t

(
∂2v

∂y2
− α2v

)
+ iαU

(
∂2v

∂y2
− α2v

)
− iα∂

2U

∂y2
v = 0, (2.6)

where α is the wavenumber in the streamwise direction. For the case when the
base flow, U , is independent of time we can write v = ṽ(y;α)e−iωt and (2.6)
reduces to the usual Rayleigh stability equation (1.1) where ω is the complex
angular frequency of the disturbance wave. We shall henceforth refer to (2.6)
as the time–dependent Rayleigh equation.

When the velocity of the jet is high, it is likely that the flow within the jet
becomes turbulent. This turbulence could be due to the cavitation within the
nozzle [36]. However, in this study we assume that any eddies which form
within the jet are small so that our assumption that the jet can be approxi-
mated by the single velocity profile (2.2) still holds, along with the above linear
approximation (2.6). In this formulation we assume that the main effect of the
turbulent eddies is to modify the effective viscosity from molecular viscosity
to some eddy viscosity, both of which are ignored in the inviscid theory.

In this study we wish to calculate the break–up length of the liquid jet, and
this corresponds to calculating the distance from the nozzle to a point where
the velocity component v̂ becomes greater than some threshold value. Beyond
this threshold value the disturbance can no longer be assumed to be a linear
perturbation to the basic jet velocity and nonlinear effects become significant.
We assume that this will be a precursor to rapid jet break up, and thus we as-
sume that nonlinear saturation does not occur. We note at this point that the
threshold for the onset of nonlinearity could also be given by û, or perhaps
even the perturbation kinetic energy, becoming larger than some threshold
value. However, there is no evidence from experiments to suggest the use of
one diagnostic over the other. Also, in this study we are interested in inves-
tigating the qualitative effect of unsteadiness on break–up length, and as all
such diagnostics can be expressed in terms of v̂, a different choice of diagnostic
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corresponds to just choosing a different threshold for v̂. We do, however, ac-
knowledge that to obtain quantitative agreement with experiments this issue
will need to be investigated through experiments.

We calculate v̂ by following the time evolution of each eigenmode of (2.6),
which corresponds to a different value of α, as the basic flow U(y, t) changes
with time. Once the time evolution of each eigenmode is known we can calcu-
late the shape and amplitude of the wave packet as

v̂(x, y, t) = ε
∫ ∞

0

(
v(y, t;α)eiαx + complex conjugate

)
dα = 2εRe

(∫ ∞
0

v(y, t;α)eiαx dα
)
,

(2.7)
where ε is the same as in (2.5). We assume that at t = t0 a disturbance is
forced at the nozzle, and the initial set of eigenmodes v(y, t0;α) are calculated
by solving the Rayleigh equation using Newton iterations. Each of these eigen-
modes is then integrated forward in time by solving (2.6) with homogeneous
boundary conditions at y = ±∞. Due to the symmetry of the problem we
need only consider the domain y ∈ [0,∞) with v → 0 as y →∞ and

v(0) = 0 (varicose modes),
dv

dy

∣∣∣∣∣
y=0

= 0 (sinuous modes).

Turner et al. [22] showed that for steady planar jets at large velocities, it tends
to be the sinuous modes that have the shortest break–up length and smallest
break–up time. Therefore, in the current paper we only consider the evolution
of sinuous modes, although the effect of unsteadiness is expected to be qual-
itatively similar for varicose modes. The initial amplitude of each eigenmode
depends upon the forcing at the nozzle that generates the disturbance such
that v(y, t = t0;α) = F (y, α, ω). In this paper we assume that

v(y, t = t0;α) = ṽ(y;α), (2.8)

i.e. each eigenmode has a constant amplitude normalised such that ṽ(0;α) = 1
for sinuous modes. The initial condition (2.8) corresponds to the forcing for
each mode given by

Ŝ(x, y, t) =
1

4π2

∫
Fα

∫
Lω
ṽ(y;α)ei(αx−ωt) dω dα,

which is given in [21]. It is possible to consider different initial conditions such
as

v(y, t = t0;α) = − i

2πDω(α, ω)
ṽ(y;α), (2.9)

with ṽ(0;α) = 1 for sinuous modes, where D(α, ω) = 0 is the dispersion rela-
tion [37,38,21,22]. This condition is equivalent to the forcing v̂(x, y = 0, t) =
δ(x)δ(t − t0) which forces each mode of the Rayleigh equation equally with
unit amplitude. The reason we use (2.8) rather than (2.9) or any other initial
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condition is because a different initial condition will only make an algebraic
difference to the break–up length calculation where the eigenmodes ultimately
grow exponentially, and besides, we are interested in comparing the qualita-
tive evolution of the jet in both an unsteady and quasi–steady manner which
is independent of the choice of F (y, α, ω). This is because the unsteady and
quasi–steady calculations only differ by variations in the growth rates of the
individual disturbance waves, not in the form of F (y, α, ω), which is the same
for both calculations. Results for different forcings can be obtained from a
convolution integral using this impulse response, i.e. Green’s functions. A true
nozzle, such as a Diesel injector, may not typically force the eigenmodes as in
(2.8) or (2.9), but might favour particular frequencies. Experimentally obtain-
ing this frequency spectrum of eigenvalue amplitudes in the fluid is difficult
and as yet has not been cleanly achieved. If quantitative agreement with ex-
periments is required then the choice of forcing, and its effects should be fully
investigated.

For the case when the parameter q = ρ2/ρ1 = 1, both the eigenmode and
its derivative are continuous at the interface y = 1, so we don’t need any
extra boundary conditions. However if q 6= 1 then we need to ensure that
both the fluid velocity and the pressure are continuous across the interface
(because our velocity profile is continuous across the interface). This gives the
two supplementary equations

v1 = v2, (2.10)

∂2v1

∂t∂y
+ iαU

∂v1

∂y
− iα∂U

∂y
v1 = q

(
∂2v2

∂t∂y
+ iαU

∂v2

∂y
− iα∂U

∂y
v2

)
+Wα4η(x, t), (2.11)

at y = 1, where W = We−1 = σ/(ρ1U
∗2
0 L∗) is the inverse Weber number

of the jet, σ is the dimensional surface tension, and η is the elevation of
the free surface which satisfies v1 = Dη/Dt, where D/Dt is the convective
derivative. Our motivation for this work comes from Diesel jets where typically
We = O(105), therefore throughout this paper we neglect the effect of surface
tension. However, at very low velocities the effect of surface tension becomes
more significant, but this effect is not considered here. In the case of a steady
basic flow, where v1,2 = ṽ1,2(y;α)e−iωt, the condition (2.11), with W = 0,
reduces to

ρ1(αU − ω)
dṽ1

dy
− ρ1α

dU

dy
ṽ1 = ρ2(αU − ω)

dṽ2

dy
− ρ2α

dU

dy
ṽ2,

which is the usual steady jump condition for pressure continuity at the fluid
interface [15].

To find the unsteady evolution of the jet, we solve (2.6) directly, which we
henceforth refer to as method (i). The numerical scheme used to solve (2.6)
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first maps the domain y ∈ [0,∞) to the domain ȳ ∈ [0, 1] using the mapping

ȳ = tanh(y).

The ȳ direction is then discretized using finite differences with 10 001 points
for the case q = 1 and 100 001 points for q 6= 1, while a Crank–Nicolson
approach is used to time step (2.6) with a time step δt = 5 × 10−3. This
procedure continues for all wavenumbers which will experience growth over
the evolution of the jet. For wavenumbers where ωi ≤ 0 at t = t0 we assume
that the eigenmodes are initially neutral. This is a valid assumption because
in the piecewise linear limit of the profile (2.2) (∆ → 0) it can be shown
that when the eigenmodes are not growing they are neutral, and hence for a
profile close to the ∆ = 0 limit we expect these waves to be approximately
neutral. As we are interested in the maximum wave packet envelope of (2.7)
we calculate

|v̂(x, y, t)| = 2εV (t0)
∣∣∣∣∫ ∞

0
v(y, t;α)eiαx dα

∣∣∣∣ , (2.12)

where this integral is calculated using the trapezoidal rule, with steps of
δα = 5 × 10−3. Here we multiply the wave packet amplitude by V (t0) = V0,
because we assume that as the jet velocity increases the initial amplitude of
the eigenmodes will also increase. This assumption does not affect the overall
stability calculation because our analysis is linear, it only affects the break–up
time and break–up length calculations in §3. This factor could be removed by
making ε = ε(V0) but since we do not have any experimental evidence of how
the eigenmode amplitudes behave, we believe this assumption is satisfactory.

Although the initial eigenmode for each α comes from an accurate Newton
iteration of the Rayleigh equation, there tends to be an initial transient when
solving (2.6) by the numerical method described above, where this initial con-
dition adjusts to the finite difference mesh. Therefore, so as not to contami-
nate the break–up results, we run the unsteady code for 1001 iterations with
δt = 10−2 and the velocity profile fixed at U(y, t0) so as to allow the eigenmode
to iterate to the correct steady result, before allowing the velocity profile to
evolve in time. The function |v̂(x, y, t)| is then maximized over the y−direction
to give the maximum amplitude of the wave packet at time t as a function of
distance x from the nozzle.

There is very little experimental data giving the break–up length of a jet as it
is being injected, but the experiments of [4] and [5] give steady jet break–up
lengths for axisymmetric jets of the order of 80 to 300 nozzle radii, so in §3 we
fix our break–up time (by fixing the parameter ε) so that we have break–up
lengths of this approximate order. Although we will have numerical timing
restrictions stopping us from having too long a break–up length, this won’t
affect the unsteady/quasi–steady jet comparison in this paper.

So far we have considered calculating the time evolution of the eigenmodes
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of this problem by directly solving the partial differential equation (2.6). An-
other method to solve (2.6) is to assume that at each time step the jet pro-
file changes, but the unsteady effect is neglected. Hence we solve Rayleigh’s
equation at each time step for a given value of α, which generates the time
evolution of the eigenmode and its growth rate, both of which can then be
integrated via the trapezoidal rule. This approach is a quasi–steady approach,
and in this study we shall examine when this approach approximates the un-
steady solution well, and when the unsteady effects are important which makes
these solutions significantly different. We henceforth refer to this quasi–steady
method as method (ii). It is expected that the quasi–steady results will agree
well with the unsteady results in regions of weak unsteady effects such as
weak acceleration and when break–up times are short. For these cases the
difference in growth rate caused by the unsteady effects don’t have enough
time to significantly change the break–up length. The quasi–steady result is
useful because it is easier to calculate than the unsteady result, and, except
for q = 1, the iterative nature of the numerical scheme for the quasi–steady
simulation makes it computationally less expensive than the unsteady simu-
lations, because there is no discontinuity in gradient of the eigenmode across
the interface.

The final approach we look at is when U(y, t0) is assumed to be steady at all
future times, so

v(y, t) = ṽ(y;α)e−iω(t−t0) t > t0. (2.13)

This steady result is expected to agree well with the unsteady and quasi–
steady results only when acceleration effects are very small. We henceforth
refer to this steady method as method (iii).

3 Results

In this paper we are interested in calculating the break–up length of an accel-
erating liquid jet and determining when the effect of acceleration is important.
We are also interested in determining when the unsteady effect is important in
the overall growth of the wave packet, and how this difference behaves as the
jet profile evolves. The CFD results in figure 2 show how the velocity profiles
vary throughout the acceleration period. From these axisymmetric profiles we
can estimate the parameters δ1, δ2 and β and these estimates are shown in
figure 6(a). The parameter β indicates the velocity value at the fluid interface,
δ2 is chosen as the value where the velocity in the gas has decreased to approx-
imately zero, and δ1 is found from the point at which the fluid velocity is 99%
of the maximum velocity. This is approximately given by the dashed line in
figure 2(b). At low velocities the fluid is bulging out of the nozzle and so has a
slightly different behaviour due to the nozzle being full of fluid initially. This
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effect can be seen slightly in figure 2(a) where the fluid interface for results
1− 3 occurs at the discontinuity in gradient of the velocity profile, which lies
to the right of the vertical dashed line. However, at the streamwise position
where these profiles are observed, the bulging effect is less than is observed at
the nozzle. We can approximate the behaviour of the parameters in figure 6(a)
by using the piecewise approximations plotted by the solid lines. These fits are
not ideal, but the purpose of this investigation is to examine the qualitative
effect of acceleration on liquid jets, not to get quantitative agreement with ex-
periments or CFD simulations. Therefore these approximations are adequate
for our purposes. They are given by the following functions

β(V ) =

 0.9− 0.8V 1/2 V < 0.2722

0.3 + 0.35V 1/2 V ≥ 0.2722
, (3.1)

δ1(V ) =

 1.25V 1/2 V < 0.3054

1.05− 0.65V 1/2 V ≥ 0.3054
, (3.2)

δ2(V ) = 0.26 + e−9V , (3.3)

where V = V (t) is the jet centre–line velocity. These functions agree with
the behaviour seen in figure 2, such that at moderate values of V they give a
velocity profile with weak shear layers in the inner and outer fluids, while when
V (t) = 1 (cf the larger velocity profiles in figure 2) the profiles have a thinner
shear layer in the jet, and a larger value of β. An evolution of the velocity
profile (2.2) as V increases is shown in figure 6(b) for V = 0.3, 0.6, 0.8, 0.9
and 0.99 and ∆ = 0.025, where ∆ is the smoothing parameter from (2.2).
These are the initial velocity values considered in §3.1.
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Fig. 6. The symbols in (a) plot the parameters δ1, δ2 and β as functions of V
from the CFD simulations described in §2. The solid lines give the approximations
(3.1)–(3.3). Panel (b) plots the jet velocity profile (2.2) for an accelerating jet with
V = 0.3, 0.6, 0.8, 0.9 and 0.99 where the parameters δ1, δ2 and β are given by
(3.1)–(3.3) and ∆ = 0.025.
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In figures 1 and 3(b), we observed that the injection velocity for a typical jet
injection in Diesel engines can be approximated by

V (t) = tanh(at), (3.4)

where a is a measure of the acceleration of the jet and dV/dt = a(1 − V 2).
Typical values of the parameter a from experiments lie roughly in the range
a ∈ [0.0005, 0.006] [30,31,6]. Hence in this study we consider three different
values of a = 10−2, 10−3 and 10−4, which cover the orders of magnitude
seen in Diesel jet experiments. From the experimental data shown in figure 1,
a ≈ 0.006 while the CFD simulation in figure 3(b) has a ≈ 0.002.

If we consider the five profiles from figure 6(b) in the limit of a steady jet
(method (iii)), then each of these profiles has a growth rate ωi for each real
streamwise wavenumber α which can be calculated by solving the Rayleigh
equation (1.1). These growth rates for the cases q = 1/35 and q = 1 are
plotted in figure 7. We consider the value q = 1/35 as a representative value
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Fig. 7. Plot of the growth rate ωi from (2.13) as a function of the streamwise
wavenumber α for method (iii) when (a) q = 1/35 and (b) q = 1. Both panels plot
the growth rate at each of the velocities V = 0.3, 0.6, 0.8, 0.9 and 0.99, numbered
1–5 respectively.

because the range of values of q in Diesel jet experiments typically lies between
q ∈ [1/60, 1/10] depending upon the ambient gas density, the fuel involved
and the temperature of injection [30,31,6]. Smaller values of q are considered
in experiments, but the qualitative behaviour of the wave packets for these
density ratios is similar to the one considered here. We note at this point
that the functions (3.1)–(3.3) would also be functions of q, but for simplicity
this is neglected as results are expected to be similar for different q. For the
experiment in figure 1, q ≈ 1/12 while for the CFD simulation in figure 3(b)
q ≈ 1/40.

The growth rates for q = 1/35 in figure 7(a) show that as V is increased,
the maximum value of ωi increases (as expected because for a fixed profile
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ωi(V ) = V ωi(V = 1)), and the value of α at which this maximum occurs also
increases with V . This suggests that the wavelength of the most unstable wave
(λ = 2π/α) decreases as the jet accelerates. For q = 1 in figure 7(b) we see a
similar behaviour of the growth rate except here the wavelength of the most
unstable wave has a smaller increase at larger velocities.

In the next section, we examine how this variation of the growth rate as a
function of velocity affects the break–up length of the jet. However, we first
clarify how we calculate the jet break–up length. In this paper we assume
that when the ratio of the amplitude of the generated disturbance compared
to the basic flow, |v̂|/V reaches some critical threshold value then this is an
indication that the perturbation is no longer small, which is a precursor to
rapid break–up. As we have no experimental evidence for what this threshold
value is, we choose |v̂|/V = 0.2 at break–up, where varying this value varies
the break–up length and time (cf the earlier discussion in §2). From (2.5) we
note that we also have the linearization parameter ε to define, but rather than
vary this value we could absorb it into the above threshold criteria and say
that break–up occurs when V (t0)V −1

∫∞
0 veiαx dx = 2 × 105 times its initial

amplitude. This is equivalent to ε = 5 × 10−7, which gives break–up lengths
which are comparable to experiments.

3.1 Break–up length calculations

In this section we examine the break–up length of a jet where an individual
disturbance is generated at the nozzle at times which correspond to the jet
initially having the velocities V = 0.3, 0.6, 0.8, 0.9 and 0.99. These velocities
were considered earlier in this section. We start by examining how the wave
packet evolves in space and time so that we can clearly define the break–up
length of the wave packet. The case q = 1/35 is numerically more challenging
than the q = 1 case, as well as computationally more expensive due to the
presence of the fluid interface. Although the value of q = 1/35 lies in the
middle of the typical density ratios seen in Diesel jet experiments, we expect
the results in this section to be qualitatively similar for different values of q and
as the main aim of this study is to get a qualitative understanding of transient
jet break up, we do not consider other values here. We also acknowledge here
that the parameters given in (3.1)–(3.3) probably do not have the correct
behaviour for the case q = 1, but we assume that they do for the purposes
of developing the method in this paper. We believe this is justified as our
ultimate goal is to understand the effect of acceleration on heavy jets injecting
into lighter fluids (q . 1/10).

Figure 8 shows a typical evolution of a wave packet for (a) q = 1/35 and (b)
q = 1. Each panel shows the wave packet evolution for a steady disturbance
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Fig. 8. Plot of the wave packet amplitude |v̂|/V as a function of x for the steady re-
sult (method (iii) where V (t) = V (t0)) with (a) (V0, q) = (0.8, 1/35) and (b) (0.8, 1).
In panel (a) the different lines correspond to the different time values t − t0 = 86,
88, 90, 92, 94 and 96 numbered from 1 − 6 respectively, while in panel (b) they
correspond to 38, 40, 42, 44, 46 and 48 respectively. The break–up length of this
disturbance xb(t) is given by the left most point where the wave packet crosses the
line |v̂|/V = 0.2.

(method (iii)) generated at t = t0, where V (t0) = V0 = 0.8, as a function of
the downstream distance, x. The horizontal line depicts the value |v̂|/V = 0.2
and we denote the break–up length of these disturbances to be the smallest
value of x for which |v̂|/V = 0.2. As the wave packet evolves the break–up
length changes, and so we denote the break–up length by xb(t). For both cases
we see that as the time after injection increases, the peak of the wave packet
is convected downstream. For q = 1/35, we can see that once the jet reaches
break up, the break–up length will first move upstream (see results 3 and
4), reach some minimum value xmin

b , and then move downstream. The q = 1
case in panel (b) appears to be different, as the break–up length only moves
upstream for the time values considered. However, by considering the spatio–
temporal stability analysis of [22], we know that in the piecewise–linear limit
of this velocity profile (∆→ 0), the wave packet is convectively unstable and
this is also true for all the values of V0 that we consider. Thus, the trailing edge
of the wave packet should eventually move downstream so that there is not
any growth at x = 0 which would give an absolute instability. Unfortunately,
we cannot numerically integrate the wave packet evolution for long enough
to see this, because we are limited by giving the amplitude of each of our
eigenmodes to 16 significant figures in our numerical analysis. Therefore, as
some wavenumbers in the integral (2.12) grow much faster, and thus reach
larger magnitudes than others, then machine error creeps into the integral due
to the numerical round off error of each individual term of the integrand. This
factor affects the results more for q = 1, because the wave packets are slowly
convective requiring a very long time evolution, and this leads to some very
large eigenmode magnitudes. This problem is less of an issue for the q = 1/35
result except when we consider disturbances released with very small V0, that
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also need a long time integration.

For the remainder of this section we consider the break–up length xb(t − t0)
for a particular disturbance generated at t = t0, where V (t0) = V0 in (3.4).
We examine the break–up lengths for different values of a and V0 for both the
unsteady (i) and the quasi–steady (ii) methods.

(a) t−t0

xb

(ii)

(i)

 60

 62

 64

 66

 68

 70

 115  120  125  130

(b)

 59

 60

 61

 62

 63

 64

 190  200  210  220  230  240  250  260  270
t−t0

xb

(i)

(ii)

(ii)

(i)

a=10−3

a=10
−4

Fig. 9. Plot of the break–up length xb(t − t0) for the case (a) (V0, a) = (0.3, 10−2)
and (b) (0.3, 10−3) and (0.3, 10−4), all with q = 1/35. The labels (i) and (ii) refer
to the unsteady and quasi–steady solution methods respectively.

In figure 9(a) we see that for (V0, a) = (0.3, 10−2) the effect of the acceleration
has a significant effect on the break–up length of the jet. The effect of the
acceleration (see method (i)) acts to increase both the break–up length and
the initial break–up time of the jet when compared to the quasi–steady result
(method (ii)). We shall see throughout this section that this effect is common
for all values of V0 and a that we consider. This figure shows that for this
particular result we cannot say that the jet is quasi–steady. Here the overall
minimum break–up length has increased by approximately 5%, but this is still
some way off the 50% maximum difference seen between some CFD simulations
and experiments. When a is decreased to 10−3 and 10−4 in figure 9(b) we
see that although the effect of the acceleration is still noticable, the jet can
to all intents and purposes be regarded as quasi–steady, as the difference
between the unsteady and quasi–steady results is greatly reduced. In fact for
a = 10−3 the minimum break–up length has only increased by approximately
1%. However, these results do show that even when acceleration effects are
included in the break–up length calculation, xb(t) still has the same structure
as the steady result, with xb decreasing from its initial value before being
convected downstream.

In figure 10 we consider the break–up length of disturbances which leave the
nozzle at later times with V0 = 0.6 in figure 10(a) and V0 = 0.8, 0.9 and 0.99 in
figure 10(b). For (V0, a) = (0.6, 10−2) we see that the effect of the acceleration
is less than it was for V0 = 0.3 with xmin

b only increasing by approximately 3%
in panel (a). As a is again reduced the unsteady and quasi–steady results agree
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Fig. 10. Plot of the break–up length xb(t− t0) for the case (a) (V0, a) = (0.6, 10−2)
and (0.6, 10−3) and (b) (0.8, 10−2), (0.9, 10−2) and (0.99, 10−2), all with q = 1/35.

better and when a = 10−4 the results are indistinguishable (not shown). For
a = 10−2 we can see in panel (b) that the effect of acceleration on the break–
up length dramatically reduces as V0 increases until the two results coincide
for V0 = 0.99. For smaller values of a the unsteady and quasi–steady results
practically coinside at these V0 values.
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Fig. 11. Plot of the break–up length xb(t− t0) for the case (a) (V0, a) = (0.3, 10−2)
(b) (0.3, 10−3) and (c) (0.6, 10−2), all with q = 1.
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For similar calculations with q = 1, we find that the unsteady effect is reduced.
We again find that the (V0, a) = (0.3, 10−2) result in figure 11(a) is most
affected by the acceleration, but not by nearly as much as the q = 1/35 result in
figure 9(a). The (0.3, 10−3) result in figure 11(b) has slight differences between
the unsteady and the quasi–steady results, but for both smaller values of a,
and larger V0, see (0.6, 10−2) in figure 11(c), we find both the unsteady and
quasi–steady results coincide.

3.2 Comparison of wave packet growth rates

The results in §3.1 show how the jet acceleration affects the break–up length of
a jet during its evolution. That is, to give an unsteady break–up length which
is longer than that of the quasi–steady result. In this section we examine the
growth rate of the wave packet, and the individual disturbance waves, to see
how they are affected and change during the acceleration phase. This will show
whether the wave packet for the unsteady result grows faster or slower than
for the quasi–steady result, and how, more importantly, this depends upon the
evolution of the velocity profile. To do this we examine the maximum value
of the wave packet as a function of time. This will tell us how the peak of
the wave packet is growing, and we assume that the trailing edge of the wave
packet, which gives the break–up length of the jet, will behave in a similar
manner.

We calculate the growth rate of the wave packet by taking a central finite
difference time derivative of the log of the maximum wave packet amplitude,
and we call this quantity λu,q, where the subscript u or q corresponds to the
unsteady or quasi–steady result respectively. We then plot the ratio

Λ =
λu
λq
,

as a function of V for (V0, a) = (0.3, 10−2) and (0.6, 10−2) in figure 12(a),
which will be less than or greater than 1 depending upon which method gives
the larger growth rate. Generating results for V0 < 0.3 with a = 10−2 is
numerically very expensive, due to the small time steps required to make the
quasi–steady code converge. In this code the complex growth rate ω from
(1.1) is found via Newton iterations at t = t0. Then, t is increased to the
next time step t = t0 + δt, and the initial guess for ω at this time step is the
value of ω from the previous time step. Hence as V0 reduces, the number of
time–steps required for the code to converge increases dramatically due to the
rapid variation of the growth rate curves as V increases seen in figure 7(a).
Therefore, because the solution of (1.1) has to be integrated out to large y
values for every iteration, the computation time increases rapidly. For smaller
values of a, the jet centre–line velocity, and hence the velocity profile, changes
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Fig. 12. Plot of Λ(V ) for (a) the cases (V0, a) = (0.3, 10−2) and (0.6, 10−2) and
(b) (0.15, 10−3), (0.3, 10−3), (0.6, 10−3), (0.8, 10−3) and (0.9, 10−3) with q = 1/35
labelled 1–5 respectively. The squares in panel (b) show the result for (0.15, 10−3)
with ∆ = 0.15.

more slowly and thus this problem is removed. The results in this section also
have an initial transient region where the wave packet is forming its distinctive
shape seen in figure 8, before settling down to a smooth growth rate at large
times (large V ). This transient behaviour is a numerical issue and occurs
because we have neglected all of the decaying eigenfunctions from the wave
packet integral (2.12). However in this transient phase the magnitude of the
wave packet is very small and so does not affect the results of §3.1. In this
section we plot Λ values after this transient phase has finished.

Once the wave packet has evolved, we see in figure 12(a) that Λ is approxi-
mately the same for both wave packets at large V with the slight difference
being due to the initial eigenmode amplitudes of each individual wavenumber
being different for each value of V0. For example, when V0 = 0.6, the eigen-
modes initially have a uniform amplitude distribution. However when V has
accelerated to V = 0.6 for the V0 = 0.3 wave packet, the individual eigenmodes
would have experienced some growth already so their amplitude distribution
will not be uniform at V = 0.6. Hence, the contribution of each eigenmode
to the integral (2.12) at V = 0.6 will be different for both the V0 = 0.3 and
V0 = 0.6 wave packet, leading to different values of λu and λq.

For a = 10−3 in figure 12(a) we observe that Λ < 1 which means the quasi–
steady wave packet will grow faster, and hence break up sooner, than the
unsteady wave packet, as observed in §3.1. For the smaller acceleration value
a = 10−3 in figure 12(b) we were able to reduce the initial value of V to
V0 = 0.15, which is the smallest value of V for which we have a CFD data
point in figure 6(a). The qualitative behaviour seen for V ∈ [0.15, 0.3] in figure
12(b) will also occur for the a = 10−2 result in panel (a), but of course the
effect will be larger. These results show a similar behaviour to the a = 10−2

results, with the ratio Λ < 1 and becoming closer to one as the acceleration
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Fig. 13. Plot of the growth rate for the individual wavenumbers α = 0.5, 1.5 and
2.5, numbered 1–3 respectively, for the case V0 = 0.15 and a = 10−3 in figure 12.
The unsteady growth rates are the solid lines and the quasi–steady growth rates are
the dashed lines.

reduces. However, the V0 = 0.15 result shows that Λ > 1 for V < 0.3 implying
that the growth rate of the unsteady wave packet is larger than that of the
quasi–steady wave packet. This means that for disturbances released from
the nozzle with V0 < 0.3, the unsteady break–up length may not be longer
than the corresponding quasi–steady break–up length. In fact it could even
be shorter, but this depends upon the length of the break–up time. This can
also be inferred from figure 13 which plots the growth rates for the individual
wave numbers α = 0.5, 1.5 and 2.5 from the V0 = 0.15 result. Here the
unsteady growth rates (solid lines) clearly change from being larger than the
quasi–steady growth rates (dashed lines) to being smaller at around V = 0.3,
thus we can deduce that the unsteady effect when accompanied by thinning
shear layers at the edge of the jet (V & 0.3054) slightly suppresses the growth
rate and gives Λ < 1, while for thickening shear layers (V . 0.3054) the
acceleration amplifies the growth rate and gives Λ > 1. This result, means
that the V0 = 0.3 results presented in §3.1 should give the maximum over–
estimate between the unsteady and the quasi–steady break–up lengths. Figure
13 also shows that the unsteady effect affects the growth rate of the shorter
wavelength waves more than the longer waves.

Figure 12(b) also gives the result (0.15, 10−3) with ∆ = 0.15 in the velocity
profile (2.2), given by the squares. When this is compared to the same result
for ∆ = 0.025 given by the solid line it shows that we expect similar results
to those demonstrated in this paper to hold for smoother profiles.
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3.3 Quasi–steady break–up model

In order to generate good agreement with the experimental jet break–up re-
sults, we should in principal use the full wave packet results of §3.1. However,
because the wave packet is made up of the superposition of many individual
disturbance waves, hundreds of hours of computational time goes into calcu-
lating xb(t) for a disturbance generated at a particular value of V0. This calcu-
lation then needs to be repeated for a range of V0 values to build up the struc-
ture of xmin

b (t). Most of the CFD codes that calculate jet penetration/break–
up lengths used to date [7,39,40,9,10] model the jet as a continuous string
of droplets and only use the growth rate information of the fastest growing
mode of the steady stability problem, in a quasi–steady manner, to calculate
the break–up length of the jet in their simulation. (We note that an approach
different from this one has been developed in stochastic spray models [41–44]
but the analysis of this approach is beyond the scope of this paper.) This is
because this calculation is computationally faster than solving (2.6), which is
desirable in CFD simulations because the fluid motion in (x, y, t)–space also
needs to be solved at each time step, which itself is a time intensive calculation.
Therefore, in this section we compare the wave packet break–up length results
of §3.1 to break–up length calculations which are found by solely consider-
ing the fastest growing eigenmode of the disturbance. This is to investigate
whether or not this method, which is similar to that used in CFD simulations,
gives an accurate measure of the minimum break–up length of the wave packet
or if this approximation also contributes to the break–up length discrepancy
seen between experiments and CFD simulations. Firstly we consider a steady
result to examine how close these approximate results are to the steady wave
packet results (method (iii)), and then we investigate if the difference between
these two results changes if we include the effect of acceleration.

Here we consider only the growth of the eigenmode which has the largest
growth rate at each time step of the numerical code. Therefore, the approxi-
mation to this eigenmode is

v̂approx(y, t) = εV0ṽ(y;αm(V ), ωm(V ))e
−i
∫ t0+t
t0

ωm(V ) dt
, (3.5)

where V0 = V (t0), ωm is the maximum value of ω (see figure 7(b)) and αm
is the corresponding value of α at ωm. This is effectively the quasi–steady
approach used in §3.1 except where only the fastest growing mode is con-
sidered, so we expect the results in this section with acceleration to approx-
imate the quasi–steady results of §3.1. From §3.1 we know that using this
quasi–steady approach is acceptable for calculating the break–up length ex-
cept where the unsteady effects are significant, which occur for large accelera-
tions and small values of V0. We calculate the break–up length and break–up
time of a disturbance generated at t0, by finding the time value for which
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|v̂approx(y, t)/V (t)| = 2×105 from (3.5). This gives the time value at break–up,
t0 +tb, where tb is the break–up time, and then the corresponding approximate
value of xmin

b (tb) is found by solving

xmin
b (tb) ≈

∫ t0+tb

t0

∂ω

∂α

∣∣∣∣∣
α=αm

dt. (3.6)

The resulting points (tb, x
min
b (tb)) are shown as the squares in figure 14 and

they can be compared to the respective result from §3.1 for the steady case,
and the quasi–steady cases with a = 10−2 and a = 10−3.
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Fig. 14. Plot of the break–up length xb(tb) from §3.1 comparing (a) the steady wave
packet values (V (t) = V0) with the approximate initial break–up value xmin

b (tb)
and (b) and (c) the quasi–steady wave packet values with the approximate initial
break–up value for a = 10−2 and a = 10−3 respectively. In each panel the lines 1–5
represent the disturbances with V0 = 0.3, 0.6, 0.8, 0.9 and 0.99 respectively, and
the squares are from (3.6). Panel (d) plots the same results for the case q = 1 and
a = 10−2.

We observe in figure 14(a) that for the steady case the results of the approx-
imate method (squares) are in reasonable agreement with the point of initial
break–up of the jet. The results from this approximate method are in good
agreement with the initial break–up time, and only over estimate the break–
up length by about 2% for each result. Hence this method does a good job
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of calculating the break–up length for the steady case. When we consider the
quasi–steady case with a = 10−2 in figure 14(b) we see that for V0 = 0.8, 0.9
and 0.99 the results are similar to the steady results, with the approximate
method again over–estimating the break–up length by approximately 2%. But
for V0 = 0.6 and 0.3 the break–up length for the approximate method is
now reduced in comparison with the quasi–steady wave packet result. For the
V0 = 0.3 result in particular the break–up length is now underestimated by ap-
proximately 1.5%. When we combine this with the fact that the quasi–steady
wave packet calculation is an underestimate of the unsteady break–up length
by 5% then this could affect the results of the break–up problem but not by
the amount seen in the CFD simulations. For a = 10−3, which is a value of a
more typical of Diesel jet experiments, in figure 14(c) we see that the effect of
acceleration is greatly reduced and the approximate method is again in rea-
sonably good agreement with the wave packet results. For the case q = 1 in
figure 14(d) we see that this approximate method is poor for calculating the
minimum break–up length here but does a good job of calculating the initial
break–up length and time.

This appears to show that using the stability properties of steady jets in a
quasi–steady manner should be acceptable for calculating the break–up length
of the transient jets seen in Diesel jet experiments, at least to within a few
percent.

4 Conclusions and discussion

In this paper we examined the effect of acceleration on the break–up charac-
teristics of a liquid jet by examining the wave packet evolution of a velocity
profile that behaves similarly to those calculated by CFD simulations. The re-
sults show that the unsteady effect is greatest where the acceleration is large.
For q = 1/35 we found that the unsteady effect of the acceleration caused the
break–up length of the jet to increase compared to the quasi–steady result
when the shear layers in the jet velocity profile were thinning, and we found
the opposite effect when the shear layers of the velocity profile were thick-
ening. For the largest acceleration parameter considered, we found that the
unsteady break–up length is approximately 5% larger than the quasi–steady
result for disturbances released at t = t0 where the jet had initial velocity
V (t0) = V0 = 0.3. However, this percentage reduces for disturbances released
at later times. This increase in break–up length is nowhere near the 50% dif-
ference seen between some experiments and CFD simulations [6], so unsteady
effects do not appear to be significant in determining the discrepency between
the experimental and numerically calculated break–up lengths of Diesel jets.
The CFD simulations involve an approach which uses the stability properties
of the fastest growing wave of steady jets, similar to the approximate method
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in §3.3, which we have found agree with our quasi–steady wave packet results
to within a few percent. Thus this approximate quasi–steady approach should
be adequate for calculating the break–up length of transient jets for parameter
values that coincide with the Diesel jet experiments. However, there are other
physical features of the injecting flow, such as the behaviour of the fluid at
the leading edge of the jet that need to be considered before the full unsteady
effect of acceleration can be neglected.

Therefore, we conclude that either a different mechanism for unsteadiness af-
fects break up when a < 10−2 or the differences between the current CFD sim-
ulations and the experiments cannot be attributed to unsteady effects alone,
if at all. If we compare our velocity profiles to those for steady jets at a similar
density ratio in [22] we see that other than a larger value of δ2, the profiles
are relatively similar. Therefore the accelerating jet profiles in this paper are
very similar to those of a steady jet at the same velocity, so generating a
quasi–steady result using the steady jet profiles would be almost identical to
those generated in this paper. Therefore, unsteady effects may not be the
cause for the difference between the CFD simulations and the experiments,
but resolution of this discrepancy is beyond the scope of this paper.

In the present paper we studied the sinuous modes of a planar jet, as [22]
showed that these modes tend to give the shortest break–up lengths in pla-
nar jets. However for axisymmetric jets the only unstable modes are varicose
modes which give longer break–up lengths and break–up times than sinuous
modes so this approach should be considered for axisymmetric jets if one
wants to use the wave packet analysis to obtain quantitative agreement with
experimental results. The axisymmetric case should also be checked to quan-
tify if the 5% increase in break–up length found here for the planar jet case
is comparable in magnitude to the increase for an axisymmetric jet. Another
improvement to the current analysis would be to consider a forcing on the
fluid similar to that exerted by a nozzle injecting the fluid. However, in this
study we found that break–up length results of the initial amplitude condi-
tion (2.9), where the initial forcing was assumed to be a delta function in both
space and time at y = 0, were almost identical to those of (2.8), where all the
eigenmodes were assumed to have equal amplitudes initially, as seen in figure
15. This suggests that this is not an important consideration. However, both
these initial amplitude conditions assume that each wave number is forced to
have a non–zero amplitude, but if for a true nozzle some of these amplitudes
are zero then it could have a more significant effect on the break–up length
results.
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