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Abstract
The proliferation of AI-generated digital content has intensified
the user demand for accurate provenance information to ensure
content authenticity. Technical advancements now provide tools
to make the digital media content supply chain more transparent
through the use of provenance data. This paper foregrounds the im-
portance of understanding how the situated nature of user-content
engagement influences perceptions and uses of this data. Insights
from a workshop with experts in the creative media sector suggest
that, as the adoption of provenance data becomes more common,
users need richer and more nuanced information. We suggest that
analyzing the increasing demand for content authenticity through
the lens of multiple “authenticities”, each reflecting different user
needs and contexts, can help identify and address the needs for,
and uses of, provenance data by creators and audiences alike.

CCS Concepts
• Human-centered computing→ HCI theory, concepts and
models.
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1 Introduction
Determining the originality, authenticity, and the history of how
media or artworks have been handled has long been a critical expert
practice. In the current digital landscape, where an estimated 34
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million images are created each day with the use of Artificial Intel-
ligence (AI) tools [55], the need for reliable provenance data, which
tracks the origin and history of content, has intensified [22, 43, 48].
Content is often remixed, edited, and shared without clear attri-
bution, thereby diluting the creator’s control over their work and
complicating efforts to verify its authenticity.

Based on the development of cryptographic techniques by which
provenance data can be preserved, regardless of how media is sub-
sequently reused or manipulated [15], various industry solutions
are being proposed to securely track the creation, publication and
sharing of creative work (Section 2.1). Applications and design in-
terventions based on provenance data have been primarily studied
to reduce the spread of disinformation and protect audiences from
being misled [23, 24, 52] (Section 2.2). However, the design space,
potential value, and implications of provenance data stretch further,
especially when we consider media ecosystems beyond journalism
and news. Although the need for “provenance facts” [15] is becom-
ing commonplace, how these tools can and should be deployed
across a creative media ecosystem — from original content creators,
editors and aggregators, through to end-user audiences — remains
under-researched.

In this paper, we aim to address these gaps by exploring how
the contextual and situated nature of audience engagement
with content shapes the need for, and value of provenance
data. We do so by discussing findings from a workshop where we
engaged 34 expert users spanning different roles in the creative me-
dia supply chain, from content production to consumption (Section
3).

Over the past years, there has been significant attention directed
toward the authenticity of media content, particularly in the context
of deepfakes and their proliferation on social media platforms [9,
34, 41]. However, within this research, the concept of “authenticity”
is rarely defined or explored in its multiple nuances, overlooking
its complexity and the diverse ways in which authenticity can be
related to representations of provenance and interpreted across
different contexts, cultures, and media forms. Insights from the
workshop we conducted suggest that users’ need for authenticity
cannot be understood in a single, universal way (Section 4). Instead,
it should be viewed through the lens of multiple “authenticities”,
each reflecting different user needs and contexts. In discussing the
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workshop findings, we adopt the "authenticities" lens as a tool
to reflect on the diverse demands, expectations, and contexts in
which users engage with content (Section 5).

In summary the contributions of this paper are:
C1: Uncovering context-dependent expectations and needs
for provenance data through the results from a workshop with
experts across various stages of the creative supply chain.
C2: Broadening the value of provenance data by acknowl-
edging how, while establishing authenticity and enhancing trans-
parency are essential goals, provenance data should also support
broader needs, such as ensuring accurate attribution, clarifying
creative intent, and supporting the proper management of rights
of creative workers.
C3: Acknowledging the nuances of provenance and suggesting
the lens of multiple “authenticities" as a useful tool to reflect on
how to design flexible provenance systems that can support diverse
user needs.

2 Related Work
2.1 Technical Tooling for Media Authenticity
There is an increasing need to find tools and solutions to check and
verify digital content on behalf of users [19].Media Provenance
tools help identify the origins and operations performed on content
to help contextualize users’ decisions on authenticity. This informa-
tion can also enable creators to assert authorship over content. A
significant development is the creation of the Content Provenance
and Authenticity (C2PA) [12] technical standard by a broad coali-
tion of technology companies like Adobe, Microsoft, Intel, BBC,
OpenAI, and camera manufacturers such as Sony, Nikon, Canon,
and Leica. More recently, Collomosse and Parsons [15] have argued
that these technical solutions are not enough in isolation to support
permanent provenance documentation. For example, information is
often lost as content is remixed, reformatted and republished across
different digital platforms, such as is the case with social media.
Therefore, the authors propose a multi-faceted approach to provide
“three pillars of provenance" formed of metadata, fingerprints, and
watermarking. Metadata refers to information about provenance
carried within the media file; fingerprinting uses hashes to search
for a copy of the metadata in a trusted media repository should the
original be stripped away when media is shared; and watermarks
are invisible signals embedded into the image which can be used
for easily identifying content.

Recent C2PA adoption has been driven by the need to indicate
the extent of generative AI (GenAI) use in media content. How-
ever, this indication is often presented to users in a binary way.
Recent implementations by LinkedIn and Meta initially signaled
entire images to be AI-generated, even if only a small region was
edited with a GenAI tool [57]. C2PA includes a user experience (UX)
specification that describes how provenance information should be
exposed to users at selectable levels of detail [11]. These solutions
require a degree of media literacy to ensure that the provenance
information presented is meaningful to the user, highlighting a
need for socio-technical solutions and an HCI and Design-oriented
focus.

Figure 1: C2PA Provenance Standard: An asset, such an im-
age, carries C2PA metadata (a ’manifest’) within its XMP
metadata. The manifest contains a cryptographically signed
’claim’ that in turn contains facts (’assertions’) about the
provenance of the asset. This can include reference to ’ingre-
dient’ assets used in its creation, so forming a graph of its
provenance history.

2.2 HCI Research on Supporting Media
Creativity and Consumption with
Provenance Data

2.2.1 HCI and Creativity Support Tools. A decade after the inau-
gural symposium on Creativity and Cognition in 1993, Candy and
Hori encouraged the field towards an increased focus on research-
ing how Creativity Support Tools (CSTs) can benefit people in
a wide range of domains [13]. The last 20 years saw an increased
interest in the HCI community for research around CSTs, an interest
that has recently extended to modes of interaction between users
and CSTs powered by AI technologies (AI-CSTs). Numerous studies
have been conducted in this domain, from the sociology and overall
motivations in the use of AI-CSTs [51], to studies on more specific
applications, such as large language models, and their effectiveness
in supporting users in their creative work [14], to studies on how to
modulate the level of agency and control between users and AI in
co-creative processes [45]. Rather than focusing on particular use
cases of AI-CSTs, the work we present here contributes to the liter-
ature which is aimed at capturing the perceptions, challenges,
and benefits from both creatives and users when creating or
consuming content that has been generated with AI [49, 50],
and the potential design intervention that can be taken to protect
creatives’ sense of agency and ownership on their creations [35].

2.2.2 Historical Perspectives on Provenance and Authen-
ticity. Concerns over the authenticity and provenance of creative
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content are not new but part of a broader pattern where techno-
logical shifts prompt renewed discussions about authenticity and
ownership. Walter Benjamin’s seminal 1935 essay, The Work of Art
in the Age of Mechanical Reproduction [4], argues that technological
advances, from the printing press to photography and film, have
continually disrupted traditional notions of artistic authenticity
and aura. This challenge to authenticity has continued with recent
advances in technology such as augmented reality or 3-D scanning
which have prompted questions over the ’migratable’ nature of
aura in art and cultural digital replicas, and challenging to what
extent authenticity can be seen as an intrinsic value existing in
a singular material work [36, 38]. The question of who can make
such judgments on authenticity is also important, the philosopher
David Hume [31] posed this question, challenging who are the
“true judges” who can determine the authenticity of artworks. Who
makes these judgments and how permeates contemporary debates
on authentication practices in the art market, and technologies
are increasingly being used in the triangulation of art historical
documentation, scientific analysis, and connoisseurship that are
used to make claims of authenticity [7]. Media and cultural stud-
ies have also examined how emerging technologies complicate
provenance, authorship, and originality through the remediation
of digital media as one form of media is represented in a new form
[6, 42]. The challenges that AI development poses to authenticity
and content provenance are situated within this longer trajectory
of media transformations and of a corresponding evolution of
the discourse on authenticity alongside emerging technologies.

2.2.3 Misinformation interventions. Recent years have seen
a growing body of work within HCI that seeks to address the
harms of misinformation propagated across online media, for ex-
ample online news, social media networks and search engines
[10, 23, 24, 28, 29, 37, 52, 60, 61]. This research highlights the need to
effectively engage media consumers in combating misinformation.
It explores how misinformation spreads, the impact of media de-
sign on this process, and proposes design interventions to mitigate
harms. Some design interventions focus on tackling misinforma-
tion within specific media types, for example video only [28, 52], or
visual media (video and still images) [23, 60], both text and image in
combination, as is common in news and social media sites [24, 37],
and text only (though supporting image) [61]. Hartwig et al. [29]
offer a systematic review of misinformation literature and find that
there is currently less work focused on non-textual media and video
in particular. They also provide a useful taxonomy of interventions
to date, describing them in relation to three categories: (i) inter-
vention design, e.g., correction or “fact-checkers” [61], showing
indicators, binary labeling [23, 24, 52], visibility reduction [37], (ii)
user interaction (active/passive), and (iii) timing, e.g., pre-exposure,
post-exposure. This taxonomy provides a way to view both the
range, gaps and limitations of current design interventions.

2.2.4 The binary approach. Intervention design work in HCI
also explores the user experience, and Feng et al. [23] and Za-
volokina et al. [61] in particular study how to maintain a smooth
media consumption experience in order to sustain user acceptance.
This work considers Kahneman’s “thinking fast, thinking slow”
[33] to better understand the two distinctive modes of thought –

intuitive (fast) and reflective (slow) – in relation to their de-
signs. This helps make sense of the tension between providing
detailed, transparent information to assist users in developing their
own critical thinking (slow), and enabling users to maintain a fluid
consumption experience (fast). When users are employing a fast-
thinking approach, it makes sense to maintain positive consumer
acceptance by using a binary approach, which simply warns the
user if something is amiss, rather than expecting them to work
it out for themselves. However, user groups actually involved in
the creation and production of media may be working in a critical
or slow-thinking mode when parsing or employing provenance
information, so may have different tolerances and needs in this
regard.

2.2.5 The unintended consequences. The simple binary design
approach to misinformation design interventions has been found
effective at improving credibility assessment and in particular re-
ducing trust in misleading information [24, 37]. However, studies
have also revealed that this approach can have unintended conse-
quences. Most notably, users may overgeneralize the meaning of
indicators, so that raising awareness of misinformation increases
suspicion and skepticism of factual information [23, 30]. The same
effect has been found in approaches that have studied binary la-
beling of content as AI [60]. Sherman et al. [52] found that some
users overgeneralized positive confirmation signals leading to trust
in potential misinformation. These effects arise from the delivery
of definitive indicators to users in fast, or what Hartwig et al. [29]
classify as a passive, mode of consumption, where critical thinking
is not emphasized.

2.2.6 Promisingways forward. Provenance or source indicators
have been demonstrated to be a valuable heuristic for users in
establishing credibility [52] and providing transparency [29]. In
addition, Sherman et al. [52] found that presenting the content’s
source was effective for identifying false information regardless of
media type. The provision of explanations of signals has found to be
both useful and desirable [37] with Feng et al. [23] demonstrating
that presenting a journey of changes made to content has notable
beneficial effects on both user trust and accuracy. There is a delicate
trade-off between simplicity and transparency in this space.
To achieve greater clarity on what makes a design intervention
effective, Wittenberg et al. [60] state that clearly established goals
for any design intervention are vital. To address issues around
establishing what constitutes efficacy and good practice, in 2023
Guay et al. [27] set out appropriate research methods for this work,
and in 2024 Hartwig et al. [29] found that much of the prior work in
this area provides contradictory findings. It is clear that this work
is still in its early stages.

2.2.7 Beyond misinformation. Beyond the focus on misinfor-
mation we find other examples of designing with provenance data
in HCI. Underpinned by the development of novel technologies
to support trusted provenance data, design projects such as the
Bitbarista [53] and Tales of Things [16] explore the use and percep-
tions of provenance data displayed as part of coffee consumption (to
choose a country of origin for coffee beans) [53] and second-hand
goods purchases (to tell stories about objects prior lives) [16]. These
projects tell us about the potential purpose, value and experience
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of integrating provenance data into consumption processes. Within
data visualization, Vancisin et al. [56] recognize the potential com-
plexity of visualizing long histories of provenance data for historic
documents, and explore solutions to some of these hard problems.
Whilst these projects offer insights into the potentials and chal-
lenges of designing with provenance data, they are disparate. In
this paper we begin to pull these threads together, to advocate for
making the design of provenance data a central focus in future HCI
and design research for creativity support tools.

3 Workshop on the Value of Provenance Data
We engaged a group of 34 experts in the exploratory online work-
shop "The Value of Provenance Data in the Age of AI" on 17th
July 2024. Our objectives were to (i) reflect on the value that users
throughout the creative media supply chain attribute to having
access to diverse provenance data regarding media content, (ii) dis-
cuss which key signals they perceive as most relevant, (iii) gain
insights into how AI is transforming users’ expectations and re-
quirements for these signals, and (iv) identify context-sensitive
perspectives on the use and significance of provenance informa-
tion across different stages of the creative life cycle (C1, C3).

3.1 Participant Recruitment
Participants were recruited using a combination of convenience
sampling and snowballing techniques. The event was advertised
on Eventbrite and promoted through targeted channels, such as
newsletters and networks connected to the authors. The goal of this
recruitment strategy was to attract individuals with a pre-existing
interest in content provenance, without enforcing strict selection
criteria. This approach resulted in a participant pool that was both
engaged and informed, reflecting a medium to high level of media
literacy. The expert nature of the participants is crucial to our find-
ings. Unlike studies that focus solely on end-users [29], this research
prioritized the perspectives of experts and professionals whose in-
teractions with provenance data span the entire life-cycle of content,
from its creation and distribution to its final consumption.
As emerged from the discussions, participants’ background ranged
from creative industry policy and research, human-data interaction,
media studies, user experience, service design, ethics, digital human-
ities, communication design, and games and immersive experience.
Data collection for this study was conducted in compliance with
the ethical guidelines and regulations set forth by the University
of Edinburgh. A total of 34 participants attended the workshop
(referred to anonymously with numbers within parentheses).

3.2 Workshop Design
The workshop was hosted online on Microsoft Teams, and the col-
laborative sessions were recorded and transcribed. The workshop
opened with two 10-minutes talks by Laura Ellis, Head of Tech-
nology Forecasting, BBC and Mansoor Ahmed-Rengers, Founder
of OpenOrigins and researcher at the Department of Computer
Science and Technology at University of Cambridge. The aim of the
talks was to provide an overview of the domain and sensitize par-
ticipants to the focus of the workshop without delving into context
specific values and expectations of provenance data, which was the
focus of discussions in the subsequent participatory activities.

For the discussion, participants were randomly divided into three
breakout rooms, moderated by two workshop organizers. These
discussions were facilitated on a board on the collaborative online
platform Miro and split into the following two parts.

In Part 1, participants were asked to watch three short video
clips given as provocations, rather than test objects, for partici-
pants to respond to (Appendix A). Each group was presented with
different clips, which ranged from political campaign ads and news
reports to creative concept videos and event coverage and included
both AI-mediated (meaning AI-generated or AI-edited) footage and
unedited content. This mix was intentional, as it could allow par-
ticipants to assess the differences in their needs and expectations
about provenance data across a range of media content.

Time was provided for participants to individually answer five
questions (Appendix B) and record their answers on sticky notes
before moving to a group discussion. The first three questions were
designed to examine participants’ attitudes toward how the involve-
ment of AI in content creation influences the perceived need for
provenance information, trust, and verification processes. Here,
participants were invited to position themselves as consumers,
tapping into their habitual way of consuming and interpreting me-
dia. The last two questions asked them to imagine themselves as
producers, in particular as editors at a news organization respon-
sible for verifying the provenance of content before publication.
They were challenged to think critically about the processes, tools,
and information needed to verify the provenance of AI-mediated
content compared to more traditional, human-generated content.

Part 2 of the workshop encouraged participants to identify the
types of information they considered crucial for assessing the
background and authenticity of media content. Participants
were invited to add notes to predefined options they felt were most
valuable, and provide justifications for their choices. They were
also able to create new options (Figure 2 and Appendix B).

3.3 Workshop Constraints
This workshop convened a large number of experts spanning dif-
ferent areas of relevant expertise and interest. While this had clear
benefits in broadening the discussion, we also recognize drawbacks
to this approach. Acknowledging the need to gather consistent
feedback from a large number of contributors for feasible analy-
sis [21], the conversations were allowed to flow freely, while the
participatory activities involving sticky notes were carefully pre-
defined and strictly timed. Due to the numbers of participants and
limited time of the workshop it was not possible for all participants
to discuss content most important to them or their specific work.
Finally, in Part 2, we are conscious that the given examples may
have influenced participants’ choices, as they responded to these
first.

3.4 Data Collection and Analysis
Data collection during the workshop encompassed different meth-
ods including participants recording their responses on sticky notes
or through the commenting function, along with gathering data
from discussions. The primary data for this study consisted of the
participants’ sticky notes (275 notes) and transcriptions from the
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three breakout rooms (221 minutes of recordings transcribed). Tran-
scriptions were automatically generated by Microsoft Teams and
subsequently reviewed by Author 1 for accuracy.

Following the workshop, these transcripts were analyzed using
a reflexive thematic analysis approach [8, 46], starting more
inductively, and moving to a more deductive approach later, when
applying the authenticities reflective lens (subsection 3.5). In the
initial phase, Author 1 identified codes within the data. After this
first iteration of coding, a collaborative discussion took place among
Authors 1, 2, 3, and 6. During this meeting, the team reviewed the
initial findings, debated interpretations, and considered additional
themes that may not have been immediately apparent in the first
round of analysis. Following the discussion, Author 1 conducted
a second iteration of coding, revisiting the transcripts with the
new insights gained from the group discussion. The key themes
developed through the second iteration are described in detail in
Section 4.

3.5 Content Authenticities as a Reflective Lens
Efforts to create widely adopted and inter-operable provenance
standards, such as those led by C2PA, speak to users’ needs to
verify that the content they encounter online is “authentic”. But
the need that consumers have for authenticity extends beyond
the wish to seek transparency regarding where content comes
from, reflecting a broader desire for integrity, genuineness, and
meaningful connections to the products and content they engage
with [26].

The complex nature of authenticity makes it a rich area for re-
search exploration. The discussions within the research team that
followed the thematic analysis by Author 1, led us to consider the
concept of multiple content "authenticities" [44] as a further
analytical lens to reflect on our initial findings and categorize the dif-
ferent ways authenticity is understood and valued by users (Section
5). In doing so, we drew from established theories of authenticity
in art, media, and consumer theory by Dutton [17], Newman and
Smith [47], and Grayson and Martinec [26], whose core arguments
we briefly present here.

Dutton refers to the identification of “the origins, authorship, or
provenance of an object” as “nominal authenticity” [17]. This
type of authenticity focuses on the correct attribution of an object or
content, thereby enhancing its perceived legitimacy. Newman and
Smith’s concept of “historical authenticity” involves “the eval-
uation of an object’s unique spatio-temporal history" [47, p. 612].
Importantly, such judgments tend to be binary in nature (Is it the
thing or not?) and seem to assume that authenticity is something
that can be verified via an objective, external source such as notes
of provenance and expert evaluation. For Newman and Smith’s
"categorical authenticity," instead, “judgments may be graded
and, critically, do not require an external source of validation. In fact,
this type of authenticity seems related to the notion that authen-
ticity judgments are dictated by observers’ own expectations and,
therefore, may be much more subjective in nature.” [47, p. 613] Sim-
ilarly, through their notion of "iconic authenticity", Grayson and
Martinec note how our interpretation of indicators may be “highly
influenced by our personal predilections and perceptual imperfec-
tions” [26, p. 299]. Rather than “indicators”, they become “signs”

or “icons”, whose meaning is not objective, but instead dependent
on the interpretation that it generates in the users of the sign [2].
For Dutton’s “expressive authenticity," an object’s authenticity
is partly defined by its ability to express the values and beliefs of
its creator or society [17]. Similarly, Beverland et al.’s [5] concept
of “moral authenticity” shifts the focus from the end product
to the creators’ intentions, and Newman and Smith’s concept of
“value authenticity” emphasizes normative considerations, such
as whether creators are motivated by intrinsic values rather than
greed, and whether their behavior reflects the cultural values of
given community [47].

We applied these different kinds of authenticity post-hoc, when
reflecting on the workshop findings, in order to bring greater clarity
and nuance to the insights gained, particularly in exploring the
expectations and demands expressed by participants. We use these
different categories later in the paper to structure our discussion
(Section 5).

4 Findings
In this section we develop key insights about the contextual nature
of provenance data (Section 4.1), the challenges of binary labeling
of AI inputs (4.2), and the risk of excessive transparency (4.3). We
also share participants views on how provenance signals may be
tailored to different users and forms of engagement (4.4).

4.1 The Need for Provenance Signals is Context
and Content-Dependent

The workshop discussions revealed how the need for provenance
signals varied significantly depending on both the context in which
the content is consumed and the nature of the content itself. Par-
ticipants emphasized that provenance is not a one-size-fits-all
solution. Rather, its importance varies on the basis of different
factors, depending upon: the type of content (e.g., news vs fic-
tion), the platform on which it is presented (e.g., social media vs
traditional news outlets), the reputation of the source, and the
level of the user’s media literacy. These points are illustrated
when participants compared how they might react differently to
labeling or content depending on the context for example: “I tend
to trust certain sources for factual information.” (24); “if I saw it on a
documentary for some reason, I would assume that historians have
been consulted with the visuals and they would have some level of
accuracy, whereas if I’m on social media, I think I’d be very hesitant
to believe anything that was in it. Context is everything.” (7)

There are also cases where provenance signals may pose risks
to individuals, such as journalists acting in environments where
freedom of the press is limited or working with confidential sources.
However it remains crucial to have access to the provenance or
history of the document itself, while maintaining privacy: “there
are definitely times where you wouldn’t want that person’s individ-
ual identity to be exposed, but you would want to know the kind of
provenance or history of that document.” (10)

Participants expressed a higher demand for provenance signals
when the content is vague or lesser-known. This applies also to
caseswhere verification is less easily attainable due to the anonymity
of content: “if I recognize the person in the video, it’s helpful to know
that it’s AI generated but I can check up if I doubt it. In the last video
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clip, it’s a crowd scene and everything is essentially anonymous, and
there’s no way to check and in that context I thought it would be more
significant to know how that was generated.” (33)

The abundance of different contexts of content creation and con-
sumption mentioned by participants presents a complex picture:
it ranges from political content, to propaganda, news, social me-
dia feeds, fiction, entertainment, tourism, education, documentary,
sports story, and artistic explorations, among others. The “context
of creation” was also the second most selected among the detail
options when assessing the authenticity of media content in Part 2
of the workshop, reflecting the need for more contextual details in
provenance signals (Figure 2).

4.2 Human vs AI: Not a Useful Distinction
The context-dependency of provenance extends to the attitudes
toward AI-mediated content; why the AI was used might matter in
some contexts and not in others: “I like to know intent for sure if it is
news, but for art I think that could remain a mystery.” (24) Also the
purpose for which AI tools are used can affect the its acceptabil-
ity: “Depends on informational context — if it’s being used to speed
up an editing process or to create a deliberate simulation/reenactment
etc. where we would ALREADY expect tools to be used for that, I don’t
think knowing whether AI is among the toolkit is that important. But
if it’s materially affecting the presentation of the content, then it is
important to know this.” (10) In particular, knowing whether the
AI had been used only to enhance the quality of the content
(1, 6, 16, 21, 24, 29), or rather to change its semantics is felt as a
key priority: “was it [the AI] changing the semantics or was it just
making it sharper? That’s what I would like to know.” (34)

Figure 2: Provenance Detail Preferences: These charts illus-
trate the number of votes for each provenance detail option
presented in Part 2 of the workshop and the proportion of
votes for AI related provenance details versus non-AI related
details.

Workshop participants expressed that the binary distinction
between human and AI is “dissatisfying” (21) and not meaningful
enough. This theme emerged from discussions that questioned the
usefulness of labeling content as either human or AI-generated,
emphasizing the need for more nuanced categories: “We got into
this idea that things are not binary. They’re not necessary, altered or
not altered. There might be things that don’t change the sense at all,
but are tidying up. There might be things that do change a sense there
for good reasons or bad reasons.” (27)

The increasing integration of AI into various stages of content
production further complicates the distinction. Many participants
felt that AI is progressively being normalized in creative pro-
cesses, to the point where the line between human and AI involve-
ment is becoming irrelevant. One participant noted: “over time it’s
just going to be assumed that AI tools to some extent [are] taking labor
out of this content production. I don’t think the distinction between
human and AI will matter as much.” (34)

The need for more nuanced information regarding the scope
and nature of AI intervention surfaced also in Part 2, where several
participants indicated “What was the AI used to generate, add or
modify.” "What was the reason for using AI?," and “How much AI
generated information, data or ideas were incorporated into the
video.” as highly relevant details to be included as part of provenance
information (Figure 2).

4.3 The Dual Impact of Provenance Signals:
Enhancing Transparency or Fostering
Skepticism?

Participants noted how provenance signals are not merely indica-
tors of how content was generated and/or edited, but also influence
how audiences perceive the trustworthiness and intent behind the
content itself. In particular, the labels “AI-generated” or “AI-edited”
can raise suspicion or create a perception in the audience that the
content might be misleading or manipulated [60]: “For clip 1, if it
were labeled as AI generated, I would instantly assume the intent was
malicious and therefore it wasn’t trustworthy.” (10) Or “At present, if I
saw ‘AI generated’ there would be trust issues as AI has connections to
‘fake news’ or ‘false’.” (29) This surfaces a broader reflection about
algorithmic aversion, where people inherently distrust AI-mediated
content. One participant summed this up by stating: “I have an in-
herent mistrust of AI. I can’t have a conversation with it. I can’t see
its eyes and know whether it’s telling me the truth.” (4)

Some participants expressed that seeing anAI label would prompt
them to question the content more critically, even if they might
not have done so otherwise: “If it’s not labeled, I probably wouldn’t
even think about it. But the fact that it is labeled, I would then be
questioning: Which part of that was AI? What do I believe? What
don’t I believe?” (23) This indicates that provenance signals can act
as triggers for deeper scrutiny. Participants raised concerns that
overemphasizing AI-mediated content might lead to a “downward
shift of trust” (30) in media more broadly, and this could result in
audiences dismissing legitimate media as fake, complicating trust
dynamics between creators, publishers and the audience [18, 32].

On the other hand, the absence of a label might lead to the as-
sumption that no AI was involved, which could be equally mislead-
ing. This assumption could give rise to what a participant referred
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to as “human washing” (30). The better known term “AI washing”
refers to the trend where companies overemphasize or overstate
the extent to which they are using AI in their business to attract
investors and companies. “Human washing” is a newer term which
is usually reserved to cases in which AI is deceptively programmed
and designed to look and sound like humans [59].

To balance the need for transparency with the risk of foster-
ing excessive skepticism, some participants suggested that a more
general shift in the audience’s “expectations” (27) and familiarity
toward provenance signals might be beneficial (3). Indeed, the fact
that users are not yet accustomed to seeing such labels on media
content might amplify their suspicion and makes them wonder
which parts and why/how AI had been used.

4.4 Provenance Signals for Diverse Types of
User Engagement

Participants’ observations during the workshop highlighted how
provenance signals need to be tailored to the needs, literacy
levels, and individual motivations of different user groups.
Some users, especially those with higher media literacy, or with
knowledge in and specific interest for content provenance, may
actively seek detailed provenance information in order to critically
evaluate content. However, a user who is passively consuming
content may overlook such information entirely. As one participant
noted: “the general viewer might not consider how things are made
or not necessarily the why, but how things are made is not something
we naturally think about unless you’re specifically in that area of
interest.” (23)

This, however, should not be interpreted as a binary distinction
between different types of users. Rather, it would be more appro-
priate to talk about different types of user engagement. Indeed,
the same user might have different demands depending on the
context. For example, a participant who is actively involved in re-
search projects around content provenance said: “[provenance] is
not something I would think about if I’m watching a TV programme
sometimes we just want to watch something and not think about it.”
(23)

In some cases, especially in the case of "fast" interaction with
content (Section 2.2), minimal and unobtrusive signals specifically
related to the reputation of the source might be sufficient, in cases
of “slow" content consumption, instead, more detailed information
might be required: “I just don’t think that your average person looking
at news information online is conditioned to ask those kinds of ques-
tions about the content. And so for them, the hierarchy of what they
care about is the source from where they’re getting that information,
whether that source is like the BBC, or Fox News, or from Aunt Karen
or whoever.” (6) When users lack the means or time to examine the
provenance trail themselves, they may turn to expert testimony for
guidance: “I don’t want to do the work myself if I’m feeling trusting
(surely the whole point is that the organisation presenting it has robust
fact-checking in place; it’s not my job!)” (10)

Participants in our workshop acknowledged the importance for
provenance systems to consider how to balance the need for
transparency of users and their cognitive load limits: “I think
it’s cognitive load as well. If you’re scrolling through news media,
you’re watching the news. Do you really want to stop and interrogate

the metadata of everything that you go through. So I just don’t see peo-
ple doing that every single time.” (33) Information overload is not the
only concern. For users who are more prone to cognitive biases,
such as confirmation bias [20, 54], even well-designed provenance
signals may be ineffective if the information contradicts their ide-
ological stance: “I don’t know what to do about the audience that
wants to hear things that confirm their views, because if it doesn’t
agree with what they want to hear it’s actually unhelpful that it’s
expert testimony, because that gives them a reason to refute it.” (34)

4.5 The Value of Communicating Intent
The importance of the creator’s intent was a central theme during
the discussion. Participants emphasized that understanding the
purpose behind the creation and dissemination of content, as well
as behind the use of AI, is crucial for assessing its authenticity
and trustworthiness. Immediate and easily accessible indicators of
how much users can trust content are welcome, but they might
not be enough if they do not provide users with details regard-
ing the intent with which the content was generated in the first
place, or subsequently edited and disseminated: “Absent a strong
trust relationship with the source, C2PA-style credential would be
mechanistically-useful, but intent is still important." (30), “I think the
label has to be thoughtful. Just knowing that it was or wasn’t AI gen-
erated. It doesn’t tell you anything about the intention of the person
who put the AI on the content, as it were.” (10), and "I think it just
becomes so immensely complicated that you just keep coming back to
intent the whole time.” (27) In a future where content is increasingly
mediated by AI, the intentions behind content creation might
even become a marker of quality: “I think it comes down to a
lot about intent and "I think we are going to see human-generated
content become sort of premium and maybe we’ll need ways to seek
it out.” (27)

Provenance signals were discussed by participants also as a
means to give creators more agency over the communication
of their intent to the audience. This is particularly relevant in a
context where AI can easily replicate and modify content, with the
consequence that creators may struggle to maintain control over
their creations. One participant expressed this concern: “[prove-
nance is important] for small creators and artists to have control over
what they’ve created and to stop broad AI pilfering and reusage." (1)
The notion of provenance as a protective measure for creators also
extends to the recognition and tracking of modifications made to
their work. This could prevent situations where creators encounter
altered versions of their content that they did not authorize: “I guess
I’m wondering if provenance has some really positive value there
about helping them understand the ways in which their work might
get, you know, to help avoid situations where a creator sees a version
of their work that they don’t recognise or they weren’t expecting.”
(30) For creators, having a system that tracks modifications could
provide reassurance and allow them to retain agency over their
creations, even when these creations might be later modified to
respond to personalization needs by users: “We want them to retain
agency, right? We want them to be confident to author media that
might be personalised.” (30)

Lastly, the theme of intent also intersects with the need for
contextual understanding. Participants discussed that content,
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especially if it serves purposes like satire (34), might require addi-
tional labeling to clarify its intent. The need for more information
around the context and intent behind content creation is even more
acute in today’s media landscape, where disintermediated content
— content that is consumed without traditional gatekeepers like
editors or journalists — proliferates. Without these intermediaries,
the loss of contextual information can make it difficult for users
to assess the authenticity or original intent of the content, thereby
increasing the need for clear provenance signals: “Because we see
so much disintermediated stuff, I’d like to see some kind of ways of
signalling: this is satire, you know, this is made by synthetic media in
a satirical way.” (27)

4.6 Is it Authentic or is it True?
As Figure 3 shows, when discussing the value of provenance signals,
the terminology used by participants is varied, and authenticity
is only one of the many terms that are used, often without ac-
knowledging the semantic distinction between them. Terms like
“accurate,” “credible,” or “correct” might assume different meanings
to different users and might also depend on the context in which
these users are active.

Even among experts the term “authenticity” is rarely used. Rather,
users seem to prioritize the “truth” or “integrity” of the content
they consume. There is a high risk that users misunderstand prove-
nance signals as signals of the “truthfulness” of the content they
are referring to, rather than of its origin and historical trail. For
example, in Part 2 of the workshop, when asked to indicate which
provenance information detail they found most relevant, one par-
ticipant was mostly interested in provenance indicators to signal
whether the clips they were watching were “real”: “Are these im-
ages real, do they correspond to real things?” (30) While authenticity
relates to whether something is what it claims to be, truth goes
further, representing the ultimate goal of accuracy and factual in-
tegrity of the content. One participant in particular highlighted the
importance of recognizing this distinction: “I think we need to be
careful that we’re not conflating authentic footage that hasn’t been
generated with AI, with content that is like correct or true.” (33)

5 Discussion
The variety of diverse user demands that are expressed by the work-
shop participants surface multiple reasons why users might value
having access to provenance signals. Many of the considerations
made during the workshop resonate with prior studies, (e.g., Bur-
rus et al. [10]), which point to the influence of context in shaping
the value and uses of provenance data (Section 4.1). Our findings
extend this understanding by offering nuanced insights into how
context shapes the relevance and need for provenance data from the
creation and production as well as consumption viewpoint (C1, C2).
We do this, for example, by reflecting on how the specific nature
and extent of AI contribution in the creation or alteration of content
might be deemed relevant in some contexts of applications but not
in others (Section 4.2), and on how the same user might engage
with content differently and have different demands according to
the context of use (Section 4.4).

Figure 3: Authenticity-related Terminology: this bar graph
displays the frequency of terminology associated with the
concept of authenticity that was used by participants. The
y-axis lists key terms associated with ‘authenticity’ that were
used during the workshop, while the x-axis shows how fre-
quently each term appeared in participants’ notes and break-
out room discussions.

We believe that this variety of experiences, contexts, and needs
can best be understood not under a single understanding of authen-
ticity but rather considering many different “authenticities”. In
our discussion, we use the theories of authenticity introduced in
Section 3.5 to discuss workshop findings, bringing a new dimen-
sion and clarity to these insights in exploring expectations and
demands expressed by participants. In particular: the need for in-
sights into the content origin and the tools used in its creation
(Section 5.1), the necessity for provenance signals to adapt to the
different kinds of user engagement (Section 5.2), and the users’
wish to know more about the creator’s intent (Section 5.3). One of
the key aims of this work is to acknowledge the multifaceted
nature of provenance by unpacking its nuances (C3). The con-
cept of multiple “authenticities" serves as a lens that is not only
theoretically interesting, but can also be practically valuable in
designing provenance systems that support diverse conceptions of
authenticity, ensuring that these systems are flexible and relevant
to various user needs and contexts.

5.1 I Want to KnowWhere the Content "Comes
From": Nominal and Historical Authenticity

One of the themes discussed in Section 4 was the association of
authenticity with notions of “truth” and “reality” (Section 4.6). Par-
ticipants frequently expressed the desire to be able to assess the
correspondence of the content with “facts”. Truth as correspon-
dence between statements and facts has a long history, tracing
back to the works by Aristotle and Aquinas [25] and the access
to provenance “facts” seem to be interpreted by users as a way to
establish this connection. As highlighted by one of the workshop
participants, however, authenticity does not necessarily equate
to truth. For example, a video can be authentic in the sense that
it has not been manipulated by AI or another human individual,
but it may still be misleading or framed in a way that distorts the
facts. Similarly, labels and provenance signals should not be seen
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as guarantees of truth but rather as tools that help users make
informed trust decisions.

Undoubtedly, a primary need for users is to know where the
content they are consuming comes from, thereby speaking to
interpretations of authenticity which link it to the objective verifi-
cation of an object’s unique history [17, 47]. Dutton’s “nominal
authenticity” [17] and its focus on the origins and authorship of
content resonates with the participants’ concerns about accessing
information regarding, for instance, the identity of the content cre-
ator, the hardware and tools that were used, and the details about
the AI model if the content is AI-mediated (Figure 2). Having access
to the raw files is perceived as important for knowing where the
content was sourced from and for verifying the source itself. Factual
indicators like these function as attestation of content origin.

However, assessing authenticity is not always straightforward.
Previous literature highlighted howwhen users adopt a fast-thinking
approach in consuming content, it is more appropriate to provide
them with simple and accessible provenance signals [23, 61]. An
insight that resulted from the workshop is that, sometimes, when
the content’s provenance is fragmented or when users don’t have
the time, or wish, to interrogate the provenance trail themselves,
they might rely on expert testimony (Section 4.4). This idea aligns
with Newman and Smith’s concept of “historical authenticity”,
which involves the assessment of an object’s distinct history [47].

5.2 “Who Are We Doing This For?”: Iconic and
Categorical Authenticity

Users’ expectations can be expertly manipulated by letting “fake"
content appear as “authentic", exploiting the influence that “per-
sonal predilections and perceptual imperfection" – followingGrayson
and Martinec’s [26] notion of "iconic authenticity" – can have on
the interpretation of indicators. Trusted sources lose their role and
effectiveness in establishing provenance if users are not willing to
let their "personal predilections" and already established assump-
tions be challenged by external sources, as noted in previous work
[19, 58]. This consideration underscores the challenge of design-
ing provenance systems that are universally trusted and that take
individual biases into account.

The complex notion of ‘truth’ has become further problematized
with the rise of misinformation, disinformation, and fake news.
The long-standing correspondence theory of truth loses its hold in
a context where public opinion is more influenced by emotional
appeals and personal beliefs than by objective facts and evidence. In
this context, the notion of “post-truth” emerges [1]. Just as “post-
truth” challenges the reliance on factual accuracy, we can use the
term “post-authenticity” to refer to a context which challenges
the idea that something being “authentic” inherently holds value
or truth. In a “post-authenticity” context, the traditional markers
of authenticity, such as originality, provenance, or the “aura” of a
work [4, 39], may no longer hold the same significance. Particularly
with the rise of AI-mediated content, the boundaries between the
original and the manipulated, the genuine and the artificial, are
increasingly blurred. The notion of “authenticity” becomes fluid
and the focus shifts from verifying the content’s origin and history,
to understanding its context, purpose, and impact.

This is in line with Newman and Smith’s “categorical authen-
ticity” and its emphasis on the central role that the viewer can play
in identifying and interpreting the authenticity of content [47]. As
Dutton [17] notes, discussions of authenticity often overlook the
role played by the audience in establishing the context for creative
content. This observation directly ties into one of the themes devel-
oped in the findings: “Who are we doing this for?” (27) (Section
4.4). Interpretations which center authenticity on the subjective ob-
server’s expectations, like Newman and Smith’s [47], can be more
suited to understand how to tailor the display of provenance signals
to different types of users and their modes of engagement with con-
tent. The question “Who are we doing this for?” must also address
the idiosyncratic needs of both consumers and producers regard-
ing provenance data. For consumers, provenance signals can serve
to reduce uncertainty or enhance trust, but these needs are not
uniform and often depend on the specific use-case or context. For
producers, who create and/or disseminate content, provenance data
might serve as a tool for asserting credibility, protecting intellectual
property, or communicating value to targeted audiences.

5.3 “Intent is Key”: Expressive and Value
Authenticity

Section 4.5 surfaced an original insight that resulted from our work-
shop: users have a specific interest in understanding the cre-
ators’ underlying motivations and how they shape the con-
tent origins and history. Insights from the production perspec-
tives shared by participants have revealed how provenance signals
that include information about the creator’s intent can enhance
the accuracy and reliability of content interpretation, addressing
potential ambiguities and ensuring that content is evaluated in its
proper context. Knowing more about the intent behind engaging
with AI tools for content creation or editing might also address the
risk of a generalized downward shift in user trust which might con-
cern both trustworthy and untrustworthy content (Section 4.3). The
relevance of intent for assessing the authenticity of content aligns
with theoretical frameworks, such as Beverland et al.’s concept of
“moral authenticity” [5], Dutton’s “expressive authenticity"
[17], and Newman and Smith’s “value authenticity” [47], which
are all interested in shifting the attention from the end product of
creation to the creators’ intentions.

By preserving and communicating their intent, provenance sig-
nals can also support creators in protecting their authorship over
content and preventing unauthorized alterations or misrepresenta-
tions. For example, recent studies on media tokenization and C2PA
under the ORA (Ownership, Rights, and Attribution) framework
demonstrate this possible functionality [3]. Tokenization refers to
the use of blockchains and non-fungible tokens to create distinct
digital content, and by employing ORA in their work, creators are
able to tokenize both their work and bespoke licenses of their work,
each of which contain embedded metadata and provenance data
[40]. Such systems hold opportunities for maintaining expressive
authenticity in digital media as, once work is shared and reused
using ORA, creators are able to trace their contributions. These con-
tributions are marked out in provenance signals, embedding a kind
of ‘DNA’ element to work that is reflective of "expressive authen-
ticity" [17] and "value authenticity" [47]. Therefore, provenance
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signals have potential benefits not only for users, but also for cre-
ators who can regain their agency over their work as it is shared
online.

The emphasis on the creator’s intent speaks to the paper’s aim
of broadening the value of provenance (C2). Beyond provid-
ing signals of trustworthiness, workshop discussions stressed that
provenance data hold significant potential for asserting the cre-
ator’s authorship and intent. This additional role of provenance
data can be fully appreciated and researched only by widening the
focus to include production alongside consumption.

5.4 Future Work
Through the exploratory approach of the workshop, we aimed
at understanding the situated response of participants in a new
technological domain. Discussions often shifted to production-
specific requirements, suggesting that production roles may re-
quire targeted approaches to meet unique needs. We anticipate that
follow-up studies will deepen these insights by focusing on the
production aspects that emerged as particularly relevant, e.g., the
importance of the creator’s intent.

In this paper, we also discussed how the "content authenticities"
lens can help to categorize diverse user behavior and preferences
when interacting with provenance data, recognizing the different
mindsets (fast and slow) and cognitive biases with which users
relate to media content, as either producers and/or consumers.
A more practical and detailed framework could be developed to
support the design and understanding of varied user experiences
with provenance data on this basis. For instance, this might include
a tiered system of provenance information, tailored to different
user groups — ranging from those who require only basic indicators
to those who seekmore detailed provenance information. Resources
such as the C2PA UX specifications [11] are promising, though
additional work remains essential to fully address the complexity of
users’ needs and interactions with provenance data. Although this
paper does not delve into specific design testing, future work could
also consider applying the taxonomy by Hartwig et al. [29], which
classifies different types of indicators, to analyze and categorize the
types of provenance signals that better respond to the demands of
each user type and the forms of authenticity which are significant
in that context.

Beyond traditional uses, provenance data also holds potential
as a medium for artistic expression, enabling creators to share
their process and intent while shaping audience engagement. Crit-
ically assessing the social, cultural, and creative implications of
provenance tools, is crucial to explore how they can be responsibly
implemented to benefit creatives, and their audiences in the current
AI-driven digital economy.

6 Conclusion
In this paper, we integrated insights from aworkshop on the value of
provenance signals with prior research on provenance within HCI.
Findings from the workshop validate prior work but also extend it,
indicating the need for broadening the value of provenance data
beyond its focus on combating misinformation. As provenance data
becomes increasingly standardized and common in everyday inter-
actions with online content, users seek more detailed and nuanced

information. We suggest that reflecting on the growing demand for
content authenticity through the lens of multiple “authenticities”
can be useful to identify and address the diverse user needs for, and
uses of, provenance data.
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A Video Clips

Table 1: Video Clips Details: the table provides details regard-
ing the video clips that were shown to participants during
the workshop.

Room Clip Title Link

1
1 Time for change, Scot-

tish Labour Party
https://www.facebook.
com/ScottishLabourParty/
videos/1495128451423022/
[Full video]

2 New Mexico Wildfire
Claims 1,400 Structures,
The Weather Channel

https://weather.com/
news/video/1-dead-1400-
structures-lost-in-raging-
new-mexico-wildfire [Full
video]

3 AI-generated climate
change in Alberta CA,
Rachael Roland

https://www.youtube.com/
watch?v=89eKh9sMSpU
[1:07-1:31]

2
1 Photo Finish, @para-

lympics
https://www.youtube.
com/watch?v=WNG_
iQ7TIRM&t=31s [0:31-1:05]

2 Satellite shows extent
of terrible destruction
to the planet, BBC

https://www.youtube.com/
watch?v=L9zWDtDKDS8
[1:03-1:42]

3 Roman Empire: Re-
stored Footage concept
video, @midaiartwork

https://www.instagram.
com/reel/C8pwqaPKrJc/
?igsh=cjZvb2lqcm0xcnds
[Full video]

3
1 Thousands of activists

across Europe protest
climate change, Wash-
ington Post

https://www.youtube.com/
watch?v=TltRbhC-v-c
[0:00-0:34]

2 From the river to the
sea. Roger Waters at
Piers Morgan show,
@edworldview986

https://www.youtube.com/
shorts/pdkmJB0drw8 [Full
video]

3 AfD protests: demon-
strators clash with
police at start of
far-right congress,
Guardian News

https://www.youtube.com/
watch?v=_DemRBQ3QuU
[0:00-0:38]

B Workshop Questions
Part 1
Questions:
1a. Imagine that these clips have been generated with the help of AI
tools. Does the potential for AI involvement in creating this content
affect your need for provenance information? How so?
1b. Imagine that Clip 1 is clearly labelled as “AI-generated" with
some information about the AI tools used and the creation process.
Clip 2 has no such labelling, and it’s not immediately clear whether

it was generated by a human or an AI. How does the presence or
1ence of labelling affect your perception and trust in the content?
2. Imagine that Clip 1 is labelled as “AI generated" and Clip 2 as
“Human generated". How important is it for you to know the steps
and tools used in generating the content in Clip 1? And in Clip 2?
Tell us your thinking.
3a. Imagine you are an editor at a news organisation responsible
for verifying the provenance of content before publication. You
receive two clips: Clip 2 is labelled as “human-generated," and Clip
3 as “AI-generated" Consider the steps you would take to verify the
provenance of each clip. How would your approach differ between
the human-produced clip and the AI-generated one?
3b. Think about any additional information youmight need to verify
the AI-generated content. What specific challenges do you foresee
in this process? How might the AI generation process complicate
the verification of its provenance compared to traditional content?
Part 2
Instruction: “What information is important to know about the
video in the centre’s background and authenticity? Put a note on
each aspect that you think is important (in the section titled ’Why
is it important?’)"
Instruction: “Look at the different detail options and add a sticky
note to the ones you agree with. Optional: add why you think this
is important inside the note."
Detail options:

• Content creator
• Context of creation (e.g., date, place, circumstances,...)
• Hardware used
• Intended audience
• Licence terms and usage rights
• Publisher
• Links to reputable sources to validate content
• Editing history
• Identity of who made edits
• How can the content be shared
• Tools used for editing
• Criteria used for fact checking
• Whether AI was used
• What percentage of the video frames incorporate GenAI
visuals?

• How much AI generated information, data or ideas were
incorporated into the video?

• What was the AI used to generate, add or modify?
• What was the reason for using AI?
• Which model was used?
• Who developed the model?
• Which dataset(s) have been used?
• How was the dataset built?
• Add your own here:
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