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Abstract

Machine Learning (ML) is spreading into more application areas and facilitating a step change
in autonomous perception and comprehension capabilities. Within the space sector it is currently
used in the ground segment and its use in the space segment is being actively investigated. ML is
especially good at perception tasks that have traditionally been difficult for computers to master,
improvements in these perception capabilities have facilitated a wide range of new terrestrial
applications such as autonomous vehicles and drones as well as language comprehension and
translation. Deep space probes and rovers are reliant upon their on-board autonomy since
communication opportunities are sporadic, low bandwidth, and high latency. The levels of
autonomy these craft have directly affects their capabilities, enabling them to perform activities
without direct commands from ground controllers.

ML models have the potential to increase the level of spacecraft autonomy, expanding mission
capabilities, science returns, and returns on investment however two formidable barriers to
adoption exist. Firstly confidence in ML as a discipline and of the performance of specific
models is lower than that usually expected in the aerospace community, careful mission design
is required to demonstrate and especially utilise ML on active space missions. Secondly limited
processing power of space qualified radiation tolerant processors presents challenges not seen in
many terrestrial applications to date. On-board anomaly detection and robotic perception are two
applications where the use of ML on-board space vehicles and rovers is currently undergoing
active research and development.

To the authors knowledge this thesis presents the first investigation into the use of ML for the es-
timation of terrain navigability on-board planetary rovers. The suitability of both Convolutional
Neural Network (CNN)s and encoder-decoder models is evaluated in terms of their accuracy
and computational performance using two planetary terrain data-sets. Their accuracy was found
to match that of existing state of the art navigability estimators, while surpassing their perfor-
mance. Deployment of ML models onto radiation hardened processors is identified as barrier to
adoption, since no software tools existed which targeted these processors.

Experimental tools automating the deployment and validation tasks are developed, which are
the first of their kind to target radiation hardened processors. Enabling new insights in the study
of low level ML implementation on current and next generation radiation hardened processors.
Using these tools novel techniques are found that significantly reduce the amount of memory
required to perform inference on a wide range of contemporary benchmark models, while using
state of the art techniques to optimise execution time. The memory requirement of MobileNet
v1 is reduced by 33% while MobileNet v2 is reduced by 53%. The impacts of new techniques
are been analytically characterised, and automated tools developed which allow rapid evaluation
and adoption in the wider ML community.

New techniques discovered during this work are informing the current development of the Mars
Sample Fetch and Return rover at Airbus as well as other machine learning groups in the space
industry. These tools are enabling transfer of existing techniques from the ML community into
the space sector. While these methods have been developed for space applications on radiation
hardened processors, they are equally applicable to low power terrestrial computing. The spread
of ML onto micro-controllers in embedded Internet of Things (IoT) devices is using these
techniques impacting the performance a wide range of applications outside of the space sector.
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Chapter 1

Introduction

To date four robotic rovers have successfully landed and explored the surface of Mars, increasing

our knowledge and understanding of the red planet considerably while throwing up many

fascinating new questions. Unexpected sub-annual variances in atmospheric methane detected

by the MSL Curiosity, are a tantalising indication of past or present microbial life [149] [74].

These discoveries are made possible by the defining capability of these rovers to travel across

Martian terrain in search of varied locations for scientific study.

It follows that the greater distance these rovers are capable of travelling, the more scientific

targets can be visited increasing overall knowledge gained and value of a mission. However due

to the manifold challenges of operating at a distance of three to twenty two light minutes on

unknown terrain, the traverse speeds of these rovers are incredibly low. The JPLs solar powered

Mars Exploration Rovers (MER) Spirit and Opportunity had a maximum speed of 3.75 cm per

second [21]. While the Radioisotope Thermoelectric Generator (RTG) powered Curiosity rover

has a maximum speed of 4.2 cm per second [119].

The autonomous GNC systems of these rovers all use the sense-plan-act architecture [128] due

to the limited processing capabilities of the radiation hardened processors used [2] [133]. While

operating in autonomous drive mode these rovers spend a significant time stationary, while

complex perception algorithms execute on board. The distance they are capable of travelling

in a sol is limited not only by the speed of their locomotion system but also the speed of their

on-board computers and GNC algorithms.

1
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These limitations of autonomy are the reason that direct teleoperation is still commonplace

for these rovers, MSL has been mostly operated in ’blind drive‘ mode [119], and both the

MER rovers used a combination of blind drive and autonomous mode on each sol [21]. Direct

operation of rovers in this way increases demands on ground controllers and the Deep Space

Network (DSN) used to communicate with them. This network already runs at capacity, so

adding to its workload results in less bandwidth for other deep space probes.

In the mean time back on Earth where processing power is far more abundant, the field of

Machine Learning has increased the capabilities of many autonomous algorithms from machine

translation [41], image classification [35] to obstacle detection [120]. Two of the most com-

putationally demanding autonomy tasks performed on-board Mars rovers are stereo disparity

map generation and navigation cost-map generation. ML has been proposed to improve both of

these tasks for terrestrial autonomous vehicles [104] [150]. The goal of this work is to use ML

to increase the autonomy level of the current generation of Mars rover GNC systems, allowing

greater distances to be traversed with a lower demand on the DSN and ground controllers.

The National Air and Space Administration (NASA)s Mars 2020 rover Perseverance is currently

in its cruise phase on the way to the red planet carrying sample cannisters which will hopefully

be returned to earth by future missions. In Europe the Exomars rover ’Rosalind Franklin‘ is

undergoing final Assembly Integration and Test (AIT) in preparation for launch during the

2022/2023 window. European Space Agency (ESA) is currently contracting early design and

development work for the Sample Fetch Rover (SFR), as part of the Mars sample return mission.

Unlike rovers which have gone before it, the SFRs primary goal is not scientific but logistic, it’s

task is to collect sample canisters deposited by Perseverance and transport them to the Mars

Ascent Vehicle (MAV) for launch into Low Mars Orbit (LMO). As such the speed at which

it can traverse Martian terrain is a more important design driver than it has been for previous

rovers.

The SFR is an ideal candidate for novel autonomous GNC algorithms which shorten the

stationary phases of Sense Plan Act (SPA) autonomy, thereby increasing the distance travelled

per sol. Increasing the autonomy of this rover will also reduce demand on the DSN which may

be required to shares its resources between an unprecedented four rovers at the time, depending

on their lifetimes. The inclusion of ML modules within a GNC system could increase the speed
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rovers can cover Martian terrain, and prove a technology for use on future robotic explorers.

This research presents an ML solution to the cost-map generation task performed by planetary

rover GNC systems. Analyses are performed studying the accuracy and computational cost of

this approach on desktop and representative flight processors. A new tool has been developed

that allows the automated conversion of high level ML models into American National Standards

Institute (ANSI) C code suitable for use in the flight software development process. Novel

optimisation algorithms have been presented and implemented using this tool which reduce the

amount of Random Access Memory (RAM) required to perform inference. These optimisations

increase the feasibility of implementing the cost-mapping models presented on the space

qualified Central Processing Unit (CPU)s required for the SFR mission.

1.1 Research Motivation

There are two factors which limit the speed Mars rovers are able to cross terrain, and neither of

these is the speed of their locomotion systems. Under direct tele-operation the light delay, and

bandwidth of the DSN limits opportunities for manual routes to be sent. While in autonomous

driving modes the speed of perception algorithms limits the amount of time the rover is in

motion.

Nothing can be done about the round trip light delay, and short of investing in more dishes

the capacity of the DSN will remain fixed. However we see an opportunity to increase the

autonomy level of Mars rovers, thereby increasing the capabilities of these missions while

reducing dependence upon the resources of the DSN and ground controllers.

1.2 Research Scope

This research is focussed on bringing recent advances in the field of ML to the application of

autonomous GNC systems on-board planetary rovers. There are many hurdles to overcome

before this technology is flown, our work contributes an increase in the Technology Readiness

Level (TRL) of these techniques and argues they are compelling enough to warrant further

investigation. Our specific application is the Mars Sample Fetch rover. Although our findings
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are equally applicable to any surface or orbital mission in deep space, which will benefit from

the deployment of ML.

1.3 PhD Aims and Objectives

The initial aim of this work is to improve the current autonomy capabilities of Mars rovers,

focussing specifically on the challenges of the SFR currently being developed by ESA and

NASA. This objective is broken down as follows:

• Identify opportunities for ML to improve the on-board cost-map generation task and

demonstrate the suitability of this new approach.

• Investigate the challenges of deploying ML models to the LEON family of radiation

hardened processors which will be used on the SFR rover.

• Discuss the challenges which remain before this novel technique could be used on an

actual space mission and propose tools to aid adoption.

1.4 Research Contributions

This research contributes an analysis of ML cost-mapping models, presenting tools and novel

optimisation algorithms for the deployment of any ML model to small CPU targets. These

contributions can be summarised as:

1. A range of ML models for generating navigation cost-maps have been presented. These

models are shown to produce maps as accurate as state of the art algorithms while ex-

ceeding their performance. Factors affecting the accuracy and computational cost of this

approach have been analysed.

2. A new tool has been developed and released open source to the community which can

convert ML models into platform independent ANSI C code. This code can be used for

research into the deployment process, or as an engineering tool in an industrial setting.

This is currently the only ML deployment tool which generates ANSI C code and creates
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the most lightweight implementations of the new generation of edge ML tools. This tool

is enabling research and development of ML solutions within the space sector which was

not possible with the tools which preceded it.

3. After discovering that larger navigation cost models are more computationally efficient,

two novel memory optimisation algorithms are presented that significantly reduce the

amount of RAM required to perform inference. These algorithms outperform the cur-

rent state of the art deployment tools, whilst being complementary to existing model

compression techniques.

1.5 Publications and Releases

The work presented in this thesis has been published in the following papers, and released

open-source to the community.

• Blacker, P., Bridges, C.P. and Hadfield, S., 2019, July. Rapid Prototyping of Deep

Learning Models on Radiation Hardened CPUs. In 2019 NASA/ESA Conference on

Adaptive Hardware and Systems (AHS) (pp. 25-32). IEEE.

• Blacker, P., Bridges, C.P. and Hadfield, S., 2020. Diagonal Memory Optimisation for

Machine Learning on Micro-controllers. arXiv preprint arXiv:2010.01668.

• TFMin Tensorflow deployment tool is available under the GNU General Public License

(GPL) v3 licence from [https://github.com/PeteBlackerThe3rd/TFMin]

1.6 Overview of Thesis

Chapter 2 reviews the current state-of-the-art GNC systems used on-board Mars rovers from

NASA and ESA. The level of autonomy available to ground controllers is discussed along

with its used in practice. Sensors and algorithms used by these rovers to perceive the terrain

around them are discussed, along with downstream cost-mapping algorithms which facilitate au-

tonomous route planning. The new field of terrestrial ML cost-map generation is introduced and
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its suitability for use on planetary robotics discussed. Finally the use of ML in the space sector

is described, including examples of its use on-board spacecraft and technical and operational

challenges that still remain.

Chapter 3 describes our analysis of using ML models to produce navigation cost-maps on-board

planetary rovers. We initially study the problem itself and existing solutions used on previous

Mars rovers, then define our experimental set up including training datasets and evaluation

strategy. The performance of a set of twelve different ML topologies are given in terms of

model size and the accuracy of navigation cost estimates. This demonstrates the feasibility of

this approach and identifies a number of opportunities for future improvements.

Chapter 4 addresses the challenge of deploying ML onto the low power radiation hardened

CPUs required for deep space missions. This is achieved using a new code generation tool

which converts high level ML models described in Tensorflow to platform independent ANSI C

code. An open and extensible tool is presented which allows the process to be optimised and

adapted to specific applications. Importantly the code generation approach allows this method

to fit into the existing software Verification and Validation (V&V) practices used in the space

industry.

Chapter 5 presents two novel optimisation algorithms which can significantly reduce the amount

of RAM required when performing inference using ML models. These two algorithms are

demonstrated on a range of state of the art models and the terrain evaluation models proposed in

Chapter 2. These new algorithms are not just applicable to the radiation hardened processors

used in space but also to the emerging area of ‘Edge ML’ whereby embedded micro-controllers

on the periphery of networked systems are starting to implement ML inference.

Chapter 6 concludes this thesis summing up our findings and impact. Recommendations are

made for promising future areas of research and engineering which can raise the TRL level of

this technology and get ML closer to performing inference on the surface of Mars.



Chapter 2

State-of-the-Art

2.1 Introduction

This work aims to improve the speed with which planetary rovers are able to understand their

environment and plan safe routes across it. This task currently consumes the majority of CPU

time for the GNC process and is largely responsible for the slow speeds at which rovers move

across the Martian surface. The technology used on the current generation of Mars rovers will

be reviewed and opportunities to improve the cost-map generation task within the GNC process

identified.

A review will be presented showing the latest developments in ML techniques with reference

to their potential use in space. Specifically the challenge of deploying these networks on

radiation hardened processors and the challenge of implementing them within the context of a

space mission. The limited history of ML on-board spacecraft will be reviewed along with the

approaches used to fly this technology in the past.

The final summary describes current technological opportunities and identifies gaps in research

literature with a focus on increasing the speed of the cost-mapping process. Our goal is to use

this improvement in processing efficiency to increase the traverse speed of the next generation

of planetary rovers, subsequently increasing the science return and scope of future missions.

7
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2.2 GNC Architectures

The GNC system of a planetary rover is responsible for perceiving its environment, estimating its

state within it and controlling actuators to safely traverse the surface and arrive at a defined goal.

Current state of the art planetary rover GNC systems are heavily dependent upon their ground

segments and human involvement. This dependency is due to the high reliability requirements

placed on these missions and the relatively low reliability of the rovers autonomous capabilities

when operating in isolation. Their speeds are measured in centimetres per second at best,

limiting the number of locations they can visit and therefore the amount of information returned

to scientists on Earth. The reason for this literal snails pace is the speed at which the rovers

GNC system can perceive the environment and their place within it, limited for the most part

by the low computing power of current radiation hardened space processors. Improvements in

these autonomous capabilities and their ability to ensure the safety of the rover is a significant

area of research with the potential to increase the ground covered and therefore science returned

by these missions.

The following sections will provide a high level overview of the GNC systems of JPLs MER and

MSL rovers and ESA Exomars rover, Rosalind Franklin. As form follows function the overall

architecture of these three rover designs is largely similar, the differences will be described

particularly focussing on the mapping and route planning elements which are the focus of this

research.

2.2.1 Limitations of Telecommand

The first robotic planetary explorers were the Soviet Lunokhod (moon walker) 1 & 2 rovers

launched in 1970 and 1973 respectively [81]. These early rovers were entirely remotely operated

by ground controllers on Earth, traversing significant distances across the lunar plains of 9.3 km

and 39.1 km. Lunokhod 2’s distance has only ever been surpassed by JPLs Opportunity rover

over four decades later [26]. The remote operation of these rovers was only possible because of

the short round-trip light delay between the Earth and Moon of 2.5 seconds, and the absence of

communication black-outs.

Communicating with robotic explorers in orbit around or on the surface of Mars presents far
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greater challenges. Round trip delay times between Earth and Mars vary between approximately

9 minutes and 44 minutes. Additionally once per synodic period a solar conjunction occurs

preventing all communications with Martian probes. This communications black-out lasts

around two weeks, with the precise duration dependant upon orbital paths and solar activity

[158].

At the time of writing there are six operational probes in orbit around Mars: Three NASA

probes Maven, Mars Reconnaissance Orbiter, and Mars Odyssey. Two ESA probes the Trace

Gas Orbiter and Mars Express. One Indian Space Research Organisation (ISRO) probe the Mars

Orbiter Mission. The five ESA and NASA probes are able to relay data back to Earth for each

other as well as the MSL Curiosity rover on the surface. While this relay capability increases

communication opportunities even when eclipsed by Mars, the sheer number of probes which

have to share time on the DSN reduces the bandwidth available for each probe.

In summary unlike lunar missions, direction tele-operation of Martian rovers is highly impracti-

cal, due to bandwidth limitations, communications latency and blackouts. This has motivated the

development of semi-autonomous GNC systems going back to the first Martian rover Sojourner

delivered along with NASAs Pathfinder lander [102]. Today Martian rovers are operated in

either fully or semi autonomous modes with commands being given in the form of goal locations

or terrestrially generated route plans.

2.2.2 JPL Rover GNC Architectures

JPLs most recent three Mars rovers, Spirit, Opportunity, and MSL Curiosity all share the

same fundamental locomotion and GNC system design. Common six wheeled rocker-bogie

suspension is used [62], with almost identical cameras and camera placement [99]. There are

however two significant design differences which affect their autonomous capabilities. The

increase in processing power on-board Curiosity provided by switching to the RAD750 [18]

from the less powerful RAD6000 [59], and the switch from solar panels as a power source to an

RTG.

The use of a more powerful computer coupled with the experience gained from operating the

two MER rovers for a decade on Mars has resulted in MSL having more numerous and powerful

autonomy modes than its predecessors. MER rovers had three driving modes available [21]:
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Autonav, is a fully autonomous mode where the rover assesses terrain maps, then plans and

follows routes towards a goal location without the involvement of ground control. Visodom, is a

reactive autonomous mode where a route planned on the ground is executed while the rover uses

Visual Odometry (VO) to ensure the path is followed correctly and wheel slip and sinkage are

kept within safe limits. Finally Blind as the name implies follows pre-planned routes without

any checks and is used to perform traverses in known areas and around scientific points of

interest.

The MSL rover has a wider range of modes, where the algorithms used in different parts of

the GNC system can be controlled individually resulting in 24 possible driving configurations

[119]. The VO system can set to Off, VO Full, Slip Check, or VO Auto mode. In VO Auto

mode the type of local terrain is assessed and used to switch between VO Full and Slip Check to

conserved CPU time. The Four path selection modes are: Directed which is analogous to Blind

mode on the MER rovers. Guarded is similar to Directed mode, except hazards are detected and

if the rover gets to close to one, the drive is terminated for ground control to intervene. Avoid

Keepout-Zones, autonomously drives towards a goal but only avoids manually specified hazards,

no on-board cost-map is produced. Finally Autonav is the same on the MER rovers, where the

rover traverses terrain fully autonomously.

Both of JPLs rover designs use a version of the Grid-based Estimation of Surface Traversability

Applied to Local Terrain (GESTALT) software to process stereo images into navigation cost

maps. It should be noted that this is a different process to VO using stereo which computes

motion via matching of sparse visual features. Unlike more recent rovers such as the Rosalind

Franklin rover (Exomars), the details of this GNC system have been published in detail [21]. A

geometric approach is used to generate cost maps from input DEMs, based on three metrics.

First a patch of DEM cells are extracted from a 2.6 meter diameter circular region which

encompasses the maximum wheelbase of the rover in all possible orientations Figure 2.1. Three

geometric scalar metrics are then computed using this DEM patch, ’Slope‘, ’Roughness‘, and

’Step‘. Each of these metrics are then scaled using the known capabilities of the rover platform

and the costliest value chosen. This algorithm is a form of obstacle expansion [45], so that

routes can be found on the resulting cost maps using low cost route planners such as A-Star [64].

GESTALT uses goodness metric which is the inverse of the navigation cost metric used in our
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Figure 2.1: Points inside the maximal rover footprint which are isolated and used to calculate

geometric terrain metrics. Rover image courtesy of edupics.com.

work, so lower values are worse than higher ones, Figure 2.2.

• ’Slope‘ metric is defined by the best fit plane to the set of points, this metric is the angle

between this planes normal and the local gravity vector. This metric is scaled based on

the known maximum tipping angle of the rover and a safety factor.

• ’Roughness‘ metric is the largest distance between any point and this best fit plane, this is

a measure of how ’un-flat’ the terrain is. This metric is scaled by the ground clearance of

the rover body and suspension and is used to avoid the risk of grounding on large rocks.

• ’Step‘ metric is the largest elevation difference between any two adjacent DEM cells, this

metric is scaled by the maximum obstacle height that the rovers wheels are capable of

driving over.

2.2.3 Archiecture of the Exomars Rosalind Franklin Rover

The Exomars rover will be the European Space Agencys first planetary rover mission, after many

delays it is scheduled launch in the September 2022 Mars transfer window. The primary goal of

the Exomars programme is the search for signs of Martian life, past or present. This includes the

trace gas orbiter which will measure the chirality of methane in the upper Martian atmosphere

to determine if its origin was geological or biological [85]. The primary science payload of the

rover phase of this mission is a drill and the Pasteur biological instrument suite that will collect



12 Chapter 2. Literature Review

Figure 2.2: Goodness (Cost) map generated by Spirit on sol 107 of its mission. Red areas

are impassible and yellow/green are traversable with differing levels of ease. Taken from

Biesiadecki et al. [21]

samples from up to 2 metres below the surface and search for organic compounds [142]. The

harsh radiation and photochemical environment of the top 50 cm of Martian regolith is expected

to have destroyed any organic molecules if they existed there. It is hoped sampling beneath this

level may find compounds that are unstable on the surface [141].

It is hoped that the Exomars rover will set new speed records on the Martian surface and push

the boundaries of autonomous operation, these are ambitious goals requiring a novel design of

GNC system to accomplish. Like the MSL and MER rovers before it Exomars will perceive

its environment using multiple sets of stereo cameras [99] [129], and propel itself across the

surface using a six wheeled locomotion system. Proprioceptive sensors are also present, an

Inertial Measurement Unit (IMU) senses linear and angular acceleration while wheel odometry

and bogie angle sensors report the motion and current draws of the locomotion system. Its

On-board Computer (OBC) is comprised of two 96 MHz LEON2 processors one dedicated to

data handling and the other to the autonomy system.
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The rover has a hybrid autonomy system which at the top level uses a SPA paradigm to navigate

its way across the surface. Every two metres the rover stops and performs the Sense and

Plan cycles, using its navigation cameras to perceive the environment in front of the rover and

generating a navigation cost-map, this map is then used to plan a safe route for the next two

metres. The rover then follows this route in the ’Act‘ cycle with a reactive system, using both

proprioceptive sensors and VO to monitor progress.

A pair of wide-band navigation cameras are mounted on the rovers mast, along with a pair of

high resolution multi-spectral wide angle cameras. Either of these redundant stereo cameras

can be used by the GNC system to generate elevations maps. These elevation maps are then

converted into navigation cost-map and used to plan safe routes for the rover to drive. Due to the

limitations of the depth precision, these maps and their associated routes will only be generated

up to seven metres from the current rover location.

Figure 2.3: Architecture of the Exomars rover on-board GNC systems, courtesy of Airbus [154].

After a two metre route segment has been planned the GNC system switches to a reactive path

following mode, both proprioceptive sensors and the exteroceptive localisation cameras are

used to determine the relative position of the rover in this mode. Wheel odometry and inertial

measurements are computationally easy to integrate so this pose is updated at around 100 Hz

however this estimate is not robust enough to be used alone. Wheel slippage and sinkage cannot
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be detected using these sensors and inertial measurements are prone to drift. To correct these

sources of error a VO system is used, based upon stereopsis using a pair of hazard cameras

mounted on the rovers belly which produce relative pose estimates once every 10 seconds [129].

In order to achieve this, relatively slow, update speed the only one in five cycles of this system

perform full stereo matching the remaining four cycles use a single monocular image, its features

being matched to 3D feature locations determined in the most recent stereo matching cycle.

Since VO updates are the only method for detecting slippage and sinkage this 0.1 Hz update rate

is the limiting factor for the speed of the rover. In the worst case scenario this system can take

20 seconds before it will detect anomalous rover motion. This 20 second worst case combined

with how far the rover could dig itself in over that time determines the maximum safe speed of

the rover. It can be seen that processing algorithms and the hardware used in this part of the

GNC must be as optimised as much as possible, given the effect they have on rover speed.

Exomars has smaller wheels and therefore higher wheel pressure than Curiosity, which was

designed to be buoyant whilst traversing soft sand, to address the risk of sinkage whilst traversing

over soft terrain Exomars uses a novel wheel walking approach [107]. On soft terrain the

suspension deployment motors combine with the wheel motors to ‘walk’ three of its wheels

forward while the other three are braked. Followed by the opposite three wheels doing the

same, this significantly reduces the traction forces needing to be transmitted to the terrain

reducing the risk of wheel slippage. As well as the mechanical advantages of the wheel-walking

technique, forwards motion is slower in this mode meaning that the 0.1 Hz visual pose updates

are geometrically closer together. This lower speed further reduces the risk of sinking too far

before the VO system can detect that sinkage.

2.3 Rover Nagivation Sensors

Complex, ambitious sensors have been carried by planetary rovers such as MSL Curiosity’s

Chem Cam instrument [103] or the WISDOM Ground Penetrating Radar (GPR) instrument

[34] on ESAs Roslind Franklin rover. Such exotic sensors however are reserved for scientific

payloads, exteroceptive navigation sensors used by GNC systems are almost universally solid-

state optical cameras. GNC perception sensors are mission critical components, therefore
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reliability is prioritised above all else. Heritage optical cameras meet this requirement since they

have no moving parts, and decades of flight heritage with proven reliability. Additionally they

are lightweight and consume a small amount of power.

These cameras can be divided into two sets: Hazard cameras are mounted on the rover body and

used by reactive GNC processes for VO and obstacle detection [98]. Mast cameras are used by

the SPA GNC process to plan the rovers route and localise itself relative to past maps and lower

resolution orbital maps [106]. Mast cameras are optimised for 3D perception of terrain around

the rover, being located as high as possible to shorten the occlusion shadows produced by rocks.

Their stereo baseline is as large as possible to decrease depth estimation errors, 500 mm in the

case of the Exomars Wide Angle Camera (WAC)s [36].

Mast camera images are used for 3D GNC perception as well as scientific data collection. Both

Exomars and MSL Curiosity carry high quality multi-spectral stereo imagers as well as lower

quality single channel wideband stereo imagers [36] [100]. This adds redundancy into the

sensor suite and allows the most suitable sensor to be used at a given time. The Exomars GNC

system is able to use higher quality WAC stereo pairs taken with the wideband red filter when

time and power allows or wideband stereo images from the NavCam if time and power is more

constrained.

Section 2.3.1 describes the implementation and performance of stereopsis on the current gener-

ation of Mars rovers, while Section 2.3.2 discusses the opportunities and challenges of using

LIDAR sensors. It is concluded that high value rover missions including the Mars SFR baseline

for our work, will use stereo cameras for 3D perception. It is expected that LIDAR will be

adopted when this technology matures, and higher risk missions such as commercial lunar

rovers could be where this sensor is proved.

2.3.1 Steroposis

Stereopsis is a biomimetic technique which uses the baseline distance between two cameras

to infer depth information from images pairs. Along with depth of focus is it one of the two

mechanisms by which humans and many other creatures perceive the world in three dimensions.

This mechanism was first formalised and applied to photographs by Albrecht Meydenbauer in

1858 to record the 3D shape of buildings and cultural artefacts [3]. The earliest and still most
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common 3D perception systems used in robotics is stereopsis, only in recent years has direct 3D

perception using LIDAR and RADAR been adopted.

Depth information is extracted from image pairs by computing the horizontal disparity between

common features in both images. Values in this disparity map are inversely proportional to

the depth of the objective feature at that point [60]. Before this process can be performed each

image must be un-distorted and projected to a common plane (rectification). This process means

that a matching pair of horizontal pixel rows and the optical centres of each camera will always

lie in a single plane, this is essential for disparity map generation.

Disparity map computation is analogous to autocorrelation in a spatial context, at each point

along an epipolar line the disparity is found which minimises the difference between the pixels

of the left and right images. If sufficient detail exists in both images then it is possible to

compute these disparities with sub-pixel precision [109]. However this ideal situation does not

always occur, if images contain little detail or smooth areas then disparity errors will increase or

fail to be estimated at all. The relationship between disparity error and depth error is described

in Equation 2.1, taken from Gallup et al [54].

Ez =

(
Z2

B · F

)
· Ed (2.1)

Where Ez is the depth estimation error, Z is the objective depth, B is the baseline between the

optical centres of the cameras, F is the focal length, and Ed is the disparity estimation error.

It can be seen that depth estimation error is quadratic with respect to depth, meaning that the

effective range of stereo camera systems will always be limited by this factor. The remaining

three terms can be controlled within reason to reduce this error. Increasing the baseline or focal

length will both decrease depth errors, at the cost of reducing the overlap between left and

right images. This overlap reduction reduces the effective Field of View (FOV) of the stereo

camera system. Disparity estimation error Ed can be reduced using higher resolution sensors, or

improved disparity algorithms but only to the limit of visual sharpness in the scene.

JPLs MSL Curiosity rover carries two redundant pairs of navigation cameras on its mast as

well as eight redundant hazard cameras mounted on its body. These cameras are identical to

those used successfully on the two MER rovers. These monochrome cameras have a spectral

range of 600 - 800 nm optimised to perceive detail on the Martian surface. Mapping and global
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Figure 2.4: Stereo depth estimation errors of the MSL naviation and hazard cameras, taken from

Maki et al [99].

localisation is performed using the mast mounted Navigation cameras, which have a resolution

of 1024 x 1024, FOV of 45 degrees, and a stereo baseline of 422 mm [99]. The remote sensing

mast these cameras are mounted on is capable of pointing at any part of the terrain around the

rover, allowing it to produce panoramic maps if needed. The measured depth estimation error of

the navigation cameras is shown in Figure 2.4 using an assumed disparity estimation error of

0.25 pixels.

The Exomars rover Rosalind Franklin collects mapping data using a pair of mast mounted

cameras, again these are single channel cameras with a resolution of 1024 x 1024, a FOV

of 65 degrees, and a stereo baseline of 150 mm [153] [129]. The on-board computers used

on this rover are more restricted than the nuclear powered MSL rover, so a more optimised

stereo pipeline has been developed. The navigation cameras developed by Neptec Design

Group, include an Field Programmable Gate Array (FPGA) which performs un-distortion and

rectification internally, transmitting the corrected images directly to the GNC computer. To

speed up the disparity computation the near-field in the lower part of the image is generated at

half the resolution of the top half [154]. Points in these nearer the rover will be denser due to

their proximity.

Depth estimation error for the full and half resolution depth estimates are shown in Figure

2.5 alongside those of the MSL navigation camera for comparison. Full resolution Exomars
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Figure 2.5: Comparison of navigation camera depth errors for MSL Curiosity and Exomars, full

and half resolution disparity maps, based on published values from [99] [129].

navigation camera depth errors are approximately 3.8 times greater than those of MSL, this

is mostly due to the larger baseline used on curiosity although Exomars’ wider FOV also

contributes. Alongside these theoretical ’best case’ depth errors, even greater errors will occur

on surfaces will little detail. This is particularly relevant on Mars where dune fields are common

and hazardous to rovers.

2.3.2 Lidar Sensing

LIDAR sensors are commonly used on terrestrial autonomous ground vehicles, 3D information

is produced directly by measuring the time that reflected light takes to travel between the sensor

and an object. This is a marked difference from the inferred 3D information produced by

stereopsis which has greater uncertainty and requires computationally expensive processing.

LIDAR sensors have a key advantage over stereopsis, being an active sensor they are immune to

changes in ambient lighting so function equally well in the dark as they do in extreme lighting

such as sun set or sub rise.

Although not strictly LIDAR it is worth noting that JPLs sojourner rover used a structured

light sensor [47] to improve the performance of its stereo cameras [124]. Five laser stripes

were projected in front of the rover, allowing faster 3D reconstruction than was possible using

stereopsis alone. It is notable that this type of sensor was dropped from future JPL rovers as the
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Figure 2.6: Opto-mechanical design of the fast scanning LIDAR developed by Bakambu et al.

taken from [13].

power of on-board computers increased.

The advantages of LIDAR over stereopsis the cause of their widespread use in terrestrial robotics,

use in space and particularly planetary rovers however has been restricted by the additional

challenges of this environment. Measuring distances to cm precision by timing the movement of

light requires electronic Time to Digital Converter (TDC)s operating at pico second scales [113].

Modern high frequency digital electronics is capable of meeting this requirement with relative

easy, however these types of circuit are particularly susceptible to radiation damage, Section

2.5.2. Space qualified LIDAR sensors require less efficient analogue front-ends which in-turn

require more powerful lasers to function. Scanning LIDAR sensor such as the fast scanning

LIDAR developed by Macdonald, Dettwiler And Associates (MDA) [13] additional contain

moving parts which need to operate at optical precision directing the laser and return signal
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paths, Figure 2.6. Engineering these parts to survive launch and operate in vacuum, significantly

increases their cost and mass.

The results of space qualifying these LIDAR sensors results in a mass of at least 5 Kg and

power consumption in the region of 25 Watts, [13]. To date these sensor have only been used

on orbital spacecraft while performing proximity operations during docking [121] [4] or close

approaches to asteroids [152] [159]. These mass and power requirements are the primary reason

why LIDAR sensors have not been used on any planetary rover missions to date, and why they

are not under consideration for the future Mars SFR rover Airbus is developing.

2.4 Navigation Cost-map Generation

Early autonomous mobile robotics research was largely focussed on indoor built spaces where

obstacles and surfaces are more predicable than outdoor environments. The maps estimated by

these robots were occupancy maps representing only the presence or absence of obstacles [44].

Autonomous robots use these maps for two tasks, localisation of the robot, and planning of paths

towards goals. While it is possibly to plan routes directly on an occupancy map this requires

checking if any part of the robot will collide with an obstacle making the task computationally

expensive. The concept of navigation cost-maps produced via obstacle expansion is now

a standard solution to this problem [45], which allows efficient path planning using simple

algorithms such as A* [64]. The shape of the robot is simplified to the smallest circle which

encompasses its whole shape, then known obstacles on the occupancy map are expanded by the

radius of this circle Figure 2.7. The resulting navigation map can then be used to plan paths as if

the robot were a single point, greatly simplifying planning algorithms.

The concept of these navigation maps has been developed for more complex environments by

describing the difficulty of traversing over a point as opposed to a binary possible/not possible

value, Figure 2.8. These maps are suitable when mobile robots need to traverse unstructured

terrain without prepared surfaces to drive on, and find use in agricultural robots [14], robotic

search & rescue [31], and planetary rovers [67]. The precise meaning of these maps and methods

used to generate them are more complex and application specific than expanded obstacle maps.

Navigation cost-maps represent the difficulty of traversing over terrain as a grid of scalar values.
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Figure 2.7: Example navigation map produced using obstacle expansion. Obstacles (blue) have

been expanded by the radius of the maximal rover footprint into hazard areas (red), the resulting

map can be used to easily plan safe routes by finding the shortest line which does not enter the

hazard area (green).

In many cases these values are not strictly defined metrics, but simply values between zero and

one, which capture to some degree the difficulty of driving over terrain [28]. This is sufficient

for safe routes to be planned, although it does not guarantee that they will be optimal. It is

possible to define cost-maps more formally to estimate quantifiable values, such as the time or

energy required to drive over a cell [91]. These cost-maps can then be used to plan routes which

minimise the relevant quantities.

Quantified cost-maps such as these are still an active area of research and practical generation

techniques which accurately estimate them are still under development [139]. The trade-off

between the complexity of the cost-mapping algorithm itself and the benefit of more optimal

routes is not clear cut at this time. An interesting related area of research that should be noted,

are planning algorithms which optimise the energy harvested on a route as well as the energy

cost of locomotion. Solar powered rovers can use this technique to optimise routes based on

both the terrain and the angle of solar illumination [125].

Although cost-maps are an established technique for mobile robot path planning, they are not

without limitations. These maps simplify the cost of driving over a cell, in all possible directions,

to a single value. This simplifications means they fail to capture the true cost of a path in many

situations, such as the difference in slippage between up or down a slope as opposed to across

it [127] or diving through narrow gaps[126]. Complexity and computational cost is the cause

of these limitations, cost-maps can be extended into 3D where rover orientation is the third

dimension, but memory and computational costs explode in this higher dimensional space.
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2.4.1 Cost-map Generation Techniques

The simplest and most computationally efficient method to generation a navigation cost-map is

to apply geometric measurements to the perceived terrain model, Figure 2.8. Properties relevant

to the mobile robot in question are chosen such as mean slope and maximum step for wheeled

rovers [21], or small-patch slope for quadruped robots. Existing geometric algorithms can be

used to compute these metrics, which are then scaled based upon the capabilities of the robot

in question [84]. The navigation cost estimates produce by this method are more approximate

that more advanced methods, which requires them to deliberately over-estimate costs for safety

reasons. Another limitation is the lack of surface material knowledge, all shapes are considered

equal even if one is tarmac and another is sand.

Additional sensor information can be used to generate cost-maps which either directly measures

or infers the material properties of terrain. Direct sensor measurements are used to classify

the type of material, which is then used to estimate terra-mechanical properties [76]. These

techniques have been researched for both terrestrial applications [97] and planetary rovers [67].

JPL no longer release technical details of the GNC systems they are flying on Mars rovers, but

it is likely given the time of the work by Helmick et al [67] that this approach has been adopted

by both the MSL Curiosity, and Mars 2020, Perseverance rovers.

The most precise cost-map generation algorithms are those which use a full dynamical model

of the rover chassis, along with a terrain map including terra-mechanical estimates. Exomars

uses a form of this technique to estimate the wheel pressure that would be applied on the terrain

map. More complex algorithms can simulate the dynamics of the rover chassis moving over

terrain to generate the most precise estimates [117]. Both the computational cost and the detail

configuration required to use these algorithms mean they are not commonly used, in the case of

Exomars a highly simplified algorithm was distilled in order for it to execute on the radiation

hardened processor used.

The generation of navigation cost maps using Deep Learning (DL) is a less mature field,

the earliest published work the author is aware of is Wulfmeier et al in 2016 [155]. Many

application specific solutions have been proposed, which is not hugely surprising given that cost

map functions vary significantly between different domains: An autonomous car, agricultural

tractor, or planetary rover can all use cost maps but the cost functions used will vary greatly.
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Figure 2.8: Exomars on-board mapping perception pipeline which captures pan cam stereo pairs

and processed them into navigation route plans towards the requested goal. Courtesy of Airbus

[154].
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Wulfmeier et al [156] demonstrated a Reinforcement Learning (RL) approach to generating cost

maps for autonomous road vehicles using data fused from a range of sensor types. Wei el al

[150] use an encoder-decoder model to estimate cost maps from registered aerial images. Drews

et al [43] used a Recurrent Neural Network (RNN) to generate cost maps directly from an input

video stream. Although none of these models are a perfect fit for the cost mapping task on a

planetary rover, they demonstrate that the concept has been successfully tackled before.

2.5 Machine Learning Onboard Spacecraft

Machine learning has seen considerable use in the space industry to date, however the majority of

these applications are within the ground segment. Commercial processing of Earth Observation

(EO) datasets is now routinely facilitated using ML models to improve metrology [89], segment

cloud cover [11], and perform sensor fusion [143] amongst many others. However these

applications are far removed from the operational challenges of space, and are performed

without posing any risk to the space-borne observatories where this data originates.

Two significant challenges have to be addressed before ML is able to safely perform mission

critical functions on-board the majority of spacecraft. ML models must be accommodated

within the limited computing power of radiation hardened CPUs, and functional V&V of ML

solutions to the levels required by space industry will need to be addressed [33]. ML models

are traditionally computationally intensive solutions, usually executed on GPUs. however

the computing power available on-board spacecraft is far more limited than it is on terrestrial

computers and space qualified GPUs do not yet exist. Mass, electrical power, and heat dissipation

are expensive and finite resources [115]. Then there is the harsh radiation environment of space

which increases in severity beyond Low Earth Orbit (LEO) and for longer duration missions, as

discussed in Section 2.5.2.

The limitations of fully space qualified CPUs can be avoided somewhat by missions in LEO.

These orbits, below 1000 km in altitude, enjoy significant radiation shielding by the Earth’s

magnetic field. There are patches of higher radiation such as the South Atlantic Anomaly

(SAA) [66] with increased high energy electron flux and over the poles where Galactic Cosmic

Rays (GCR)s increase [17]. Overall though LEO has a relatively benign radiation environment
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when compared with higher orbits and deep space, allowing Commercial of the Shelf (COTS)

processors to be flown successfully on numerous missions [130] [146].

These COTS processors have been used to demonstrate ML image processing on-board LEO

spacecraft. Manning et al demonstrated a satellite which used a COTS Zynq chip [157] to

process EO images on-board [101] [55]. This enabled the satellite to automatically select the

most suitable images is for downlinking, making more efficient use of its ground station contacts.

However these ML models are limited to data handling tasks to avoiding the need for strict

V&V, and are too computationally intensive for the radiation hardened computers necessary

deeper into space.

ML techniques with lower computational cost have been investigated for missions beyond

LEO Castano et al [29] studied the use of Support Vector Machine (SVM)s on-board the Mars

Odessy spacecraft to perform on-board estimates of atmospheric dust and ice distributions using

THEMIS [105] data. This technique was evaluated theoretically on datasets, as well as being

deployed onto a flight representative computer. The trained SVM was hand implemented in C

then executed on a PPC750 testbed which emulated the RAD 750 processor [18] used on-board

this spacecraft. The scale of the two SVMs was reduced by over an order of magnitude to 40

support vectors each to achieve the required performance on this processor.

The applications studied by Manning et al and Castano et al both optimise the use of space

vehicle downlinks by autonomously selecting salient observations on-board. In the Mars Odessy

case the ML solution was deployed to a fully radiation hardened computer, by minimising

the implementation as much as possible. Both of these ML algorithms perform payload data

processing tasks, so their V&V requirements are not as strict as that of critical spacecraft

software.

Autonomous control of critical spacecraft functions has been a demonstrated on range of flight

missions such as ESAs Project for On-Board Autonomy (PROBA) and rosetta [19] [46] and

NASAs OSIRIS-Rex [96] [20] to name but a few. None of these missions however are using DL

models in their decision making processes. Resources are allocated using dynamic algorithms,

and pre-planned tasks are executed using autonomous perception and safety systems.

Missions have made use of ML and on-board autonomy, but to date none have used ML in an

autonomous system. Two main obstacles are preventing the advantages of ML being used in
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deep space missions; the limitations of radiation hardened processors, Section 2.5.2 and the

difficulties of integration them into the flight software development process, Section 2.5.1. The

following sections explore these challenges in more detail and survey the current state of ML

deployment tools and their suitability for use on a high value space mission.

2.5.1 Software Development and Validation & Verification

The challenges of adopting ML solutions to critical spacecraft operations has been discussed

in Section 2.5. Fundamentally these same challenges are faced by any flight control software,

and the route through their development up to a flight mission is described by flight software

development standards. The software development requirements and V&V processes of flight

software comprise a wide and complex discipline. This section presents a brief overview of

these standards and requirements. European Cooperation for Space Standardization (ECSS)

define the flight software processes that are required by high value ESA missions and can be

found in the ECSS-E-ST-40C (software engineering) [48] and the ECSS-Q-ST-80C (software

product assurance) [49] standards.

Due to the strict software engineering requirements imposed by ESA and NASA on high

value missions, final flight software for high value missions is commonly written by specialist

contractors. These companies have access to the skills and tools required to perform the

stringent verification which is necessary. This was the case for the Exomars rover, Rosalind

Franklin, Airbus developed prototype GNC software for the LEON 2, which met performance

and operational requirements. This software was then passed to an external contractor who

re-implemented and verified the GNC software stack to ESA standards.

In order for this process to be possible access to the complete code base including any non-

standard library dependencies is needed. Even if the source code of external libraries is available

it is preferable avoid them due the time and cost of implementing them in to flight standards.

It is not always feasible to re-implement algorithms to ESA standards due to the restrictions

placed on code. Dynamic memory allocation is a potential source of many bug types, especially

when systems are required to run for long periods of time. For these reasons dynamic memory

allocation is not permitted in any flight software [71].

For a range of reasons flight software is required to be written in ANSI C. The heritage required
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for the development tools is one reason behind this, compilers, linkers and debuggers which

have multiple decades of use are available [71]. These are not the most efficient or easiest tools

to work with but the level of confidence in their correctness is very high. The nature of the C

language itself is also better suited to the tight resource constraints of flight software than more

complex languages such as C++. While this is a powerful language, binaries are easily bloated

by polymorphic objects and template definitions [144].

Space V&V practices are concerned with ensuring that flight software is both functionally

correct and safe to execute [147]. Functional correctness is the requirement that algorithms

produce the output/behaviour that is required. Code is considered safe to execute if it can be

ensured to complete executing within a certain duration of time and not use more than a known

amount of RAM. These limits will take into account maximum utilisation ratios of at most 50%

for critical flight software [110].

Analytically proving that the output of a ML model will meet a set of requirements is still an

open research question, with a much work still to be done. The field of ML introspection is

still a young topic with concepts such as natural language [15] and input salience [94] being

developed to try and understand how ML models are affected by their inputs. A more familiar

verification technique to the space industry is testing, a large test set which covers edge cases

sufficiently well has been suggested by our sponsor Airbus as an acceptable method for use with

ML models.

Unlike the functional verification of ML models which is more challenging than conventional

algorithms, execution safety analysis is more straight forward. Tensor flow graphs which are

used to execute ML models are sequences of fixed size tensor operations. It is possible to have

flow control operations within models but this is not common and is not used by any of the

models presented in this work. Therefore each of the cost-mapping models presented will have

a fixed execution time and RAM requirement, which is not affected by the values of the input

tensor.

2.5.2 Computational Power Limitations

The first computer to be constructed from silicon microchips was the Apollo guidance computer

[82], it is ironic therefore that space qualified microprocessors today lag so far behind their
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terrestrial counterparts. This disparity is primarily caused by the shrinking size of silicon

transistors that can be fabricated resulting in their increased sensitivity to radiation effects. The

use of specially designed chips which mitigate these radiation effects and the low volumes

they are produced in, is why the computers used in deep space are so much slower and more

expensive than their earthbound counterparts.

A secondary reason is the strict reliability requirements of value deep space missions. These

requirements necessitate the use of thoroughly tested systems with long heritages of success.

There is a risk that new processor designs may contain design flaws, even with the rigorous

testing and evaluation they go through. Such flaws have been known to be discovered after chips

have been in production and use for time years. A classic example is the Intel Pentium Floating

Point Divide (FDIV) bug discovered in 1994 after the CPU had been in production for over a

year [118]. These two reasons mean that legacy CPU architectures with long heritage are used

along with radiation hardened fabrication processes and fault tolerant design methods, resulting

in performances which lag significantly behind that of cutting edge terrestrial processors.

There is no easy mechanism to access more CPU power on deep space missions: If higher risk

is accepted then the latest generation of radiation hardened processors can be used. If more of

the power and mass budgets is used for On-board Data Handling (OBDH) then more computers

heritage computers can be used. Moving away from CPUs however challenging algorithms

are often deployed to FPGAs on-board spacecraft, and this technique holds great promise for

implementing ML. This is still an active research topic with no automatic tools deployment tools

available [145] [162]. Although this is a potential solution to the deployment of ML models on

radiation hardened hardware, it comes with significant development and V&V challenges.

Machine Learning is a notoriously computationally expensive technique to deploy, most ter-

restrial applications are cloud based and GPUs are used to execute models on mobile robotic

platforms. Recent work however has started to find utility in smaller ML models which can

run on embedded computers and micro-controllers while still performing useful tasks such as

person detection [116]. If utility can be found for such smaller models for space applications

then the computational limitations in deep space may be avoided.

This section will present a brief description of the effects of radiation on microchips and the

techniques used to harden them. Currently available radiation hardened processors will then
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be surveyed. The computational performances listed here will be used to assess the feasibility

of ML models proposed later in this work. It will be shown that the current state of the art

processors are capable of 200 to 400 Million of Instructions per Second (MIPS) while the best

next generation chips, which exist but lack the same level of space heritage are capable of over

5000 MIPS.

Radiation Hardening Challenges and Solutions

Radiation effects Complimentary Metal Oxide Silicon (CMOS) microchips in two ways: Single

event effects are caused by a single particle strike and usually cause temporary upsets to the logic

levels in a circuit but in some cases can cause permanent damage. Total Ionising Dose (TID)

damage is caused by particle strikes cumulatively depositing charge into the insulating layer

of CMOS transistors, over time this increases the charge needed to open or close the transistor

[40]. The effect is a gradual increases the leakage current of the device until the charge builds

up to a point that transistors are unable to switch. When this point is reached, nothing can

be done to reverse the damage and the device has reached the end of its operational life. For

this reason TID tolerance is especially important to long duration deep space missions, which

expect to experience high levels of radiation [63]. These expected doses include the unlikely but

unpredictable case of a large solar particle event occurring during a mission.

Single event effects fall into three classes [112]: Single Event Upset (SEU) such as a memory

or latch flipping between states, Single Event Transient (SET) such as a signal trace being

charged to an incorrect logic level and Single Event Latchup (SEL) semi-permanent events

which can lock a memory register into a fixed state that can only be fixed by power cycling

the device. Finally Single Event Burnout (SEB) are a special destructive case of SEL where a

particle switches a transistor such that a short circuit is created. Unless these are rectified within

milliseconds, these events can permanently destroy a circuit within a chip.

These single event effects can be mitigated through a range of radiation hardening by design

techniques, a full discussion of this area is beyond the scope of this thesis, but they are outlined

here so their effect on CPU performance can be understood. SEUs can be protected against using

error correcting codes within both off-chip memories and on-chip data paths, these extra checks

add delays in accessing memory and between blocks on the data path [80]. SET events are harder
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to detect but can be protected against using multiple execution. Latch up and burn out resistance

requires that chips are designed using special radiation hardened transistor layouts. Radiation

hardened component layout libraries have been developed by several chip manufacturers [131]

to avoid these faults. While these libraries do not increase the component count of a chip, the die

area used and power consumed is higher than normal libraries which contributes to the slower

clock speed of equivalent radiation hardened designs.

Review of Available Radiation Hardened CPUs

• IBM RAD6000

Designed in the late 1990s the RAD6000 radiation hardened single board computer went

on to be used on many deep space missions including NASAs MER rovers Sprit and

Opportunity [73] and the Pathfinder lander [59]. This CPU and single board computer

has a TID tolerance of 100 Krads and is available at clock speeds up to 33 MHz across its

full operating temperature range, at this speed the processor is capable of 35 MIPS and

26 Mega Floating Point Operations per Second (FLOPS) [59].

• BAE RAD750

The successor to the RAD6000, now being produced by BAE systems was first flown in

2005 on the Deep Impact comet mission [86], with a clock speed of up to 200 MHz and

a performance of 400 MIPS, Figure 2.9. This system has a TID tolerance not less than

100 Krad again making it suitable for long duration deep space missions [18]. Notably

this is the CPU used on the MSL rover Curiosity, on this rover the CPU is shared by the

autonomy systems and on-board data handling system so less than 75% of CPU time was

available for the autonomous systems [12].

• LEON 2

The LEON 2 processor was developed by Gaisler Aeroflex for the ESA and radiation

hardened versions (AT697, AT7913) are currently available from Atmel, these 32 bit

processors are available with clock speeds up to 100 MHz and are capable of 86 MIPS

and 23 Mega FLOPS [7]. Two LEON 2 processors will be used on the ESAs upcoming

Exomars Rosalind Franklin rover, one of these processors will be dedicated to housekeep-
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Figure 2.9: RAD750 single board computer currently in use by the MSL curiosity rover on

Mars, courtesy of BAE systems.

ing and data handling, allowing the second processor to be dedicated to the perception

and autonomy systems.

• LEON 3

The GR712 from Cobham Gaisler is the most powerful LEON 3 radiation hardened

processor with space heritage, it is a dual core LEON 3 CPU with a clock speed of up

to 200 MHz [2], Figure 2.10. At this maximum clock speed the processor is capable of

200 Mega FLOPS, a significant increase from the LEON 2 family of processors which

preceded it. Due to its space heritage this processor is likely to be the used for the next

SFR rover, for this reason it is the baseline processor for testing if the techniques proposed

in this work are feasible for near term planetary rover design.

Figure 2.10: The GR712RC radiation hardened space processor, courtesy of Gaisler Aeroflex.

• LEON 4

Recently completing development, with engineering and flight units now available is the

Cobham Gaisler GR740 next generation of European high performance space processor,

Figure 2.11. It is a quad core CPU with a minimum clock speed of 250 MHz across its
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full operating temperature range (-40 125 o C) and is capable of up to 1000 MIPS [52].

It will be some time before this processor builds up enough heritage to be considered for

flagship rover missions such as Exomars, but it clearly shows the amount of processing

power that will be available to such missions being planned over the next ten years.

Figure 2.11: Block diagram of the GR740 quad core LEON 4 radiation hardened microprocessor.

Courtesy of Gaisler Aeroflex.

• BAE RAD5500

The successor to the RAD750, this is the first 64bit radiation hardened space processor

and is available in single core (RAD5510, RAD5515) and quad core (RAD5545) versions,

Figure 2.12. Although this processor lacks the level of space heritage of the RAD750

or LEON 3 families its performance is a significant step up, the quad core RAD5545

is capable of 5600 MIPS and 3.7 Giga FLOPS while consuming 20 Watts of power

[134]. The performance level of this processor enables for the first time makes many

computationally intensive machine vision techniques and large CNNs feasible in the

context of a deep space mission.

2.5.3 Deployment Tools

A wide field of ML development frameworks have sprung up in recent times and these tools

have been instrumental in the rapid progress of research which have been achieved. The majority

of these frameworks include built in tools for the deployment of models onto targets ranging

from full Tensor Processing Unit (TPU) pods on the cloud to hand held consumer devices. Here
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Figure 2.12: Labelled chip plot of the radiation hardened RAD5545 quad core space processor,

courtesy of BAE Systems.

we review these deployment tools against the requirements of the flight software development

process described in Section 2.5.1.

Tensorflow and the Keras tool which is built upon it remain the most popular ML research

frameworks [1] [58]. Backed by Google this open source project started life as proprietary

system at Google Brain and has enjoyed a large user base since its V1.0 release in 2017. three

deployment tools are built into the Tensorflow (TF) framework: Tensorflow Lite (TFL) is aimed

at mobile phone scale targets. The Accelerated Linear Algebra (XLA) compiler is used internally

by TF to accelerate desktop CPU implementations through Just in Time (JIT) compilation,

but is also capable of compiling models to bare-bones CPU targets. While Tensorflow Lite

Micro (TFLµ) is aimed at embedded micro-controller scale targets. The latter of these tools it

should be noted had not been released when our work started, so it will not be described here.

Core TFL is implemented in C++ 11 although Java support has since been added, GPU devices

are supported allowing ML models to be accelerated even on mobile devices. Models are

serialised to and from protocol buffers which store their structure and weights in a single

definition. When the C++ Application Programming Interface (API) is used a pre built run-time

library must be loaded which de-serialises the model allocates resources and executes the flow

graph. Comparing this technique to the requirements described in Section 2.5.1 it is clear they

are not met. The binary size of TFLs run-time is over 100 MB and is therefore an impractically

large amount of code re-implement. The GPL license of this code is also problematic, derivative

work is required to be released under the same open source license. This means that very

expensive flight quality code would have to be freely released to the public, which would not
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only be bad for business but could potentially breach export regulations.

It is clear that the TFL tool is not suitable for integration the flight software development

process, even before its C++ compiler requirement and lack of support for any real time

Operation System (OS) is taken into account. The XLA Ahead of Time (AOT) compiler on

the other hand is more promising. This tool compiles ML models directly into binary code,

removing the need for the large run-time of TFL, a lightweight support is required to execute

these binaries. The versatile Low Level Virtual Machine (LLVM) compiler architecture allows

new target CPUs to be used with only the addition of a new backed. It is also possible to export

LLVM Intermediate Representation (IR) instead of binary code, in theory this allows any LLVM

compiler to deploy a model via this tool.

The TF XLA compiler appears to be a promising option, with fewer technical challenges than

TFL. However there are still problems with integration into the flight software development

process. It does not generate prototype code beyond low level IR, which cannot then be manually

re-coded to ESA flight standards. If it is considered as a compiler in its own right then it lacks the

heritage and reliability expected of the tools usually used to build flight C code. In conclusion

neither of the TF deployment tools which existed in 2017 are suitable for deploying ML models

as part of a critical flight system, the XLA compiler however does appear promising for the

purposes of deploying prototype models to radiation hardened CPUs.

Pytorch is another popular ML framework backed by Facebook, it is a more recent tool than TF

and provides an API using an imperative ’code as a model‘ paradigm designed to make research

tasks as efficient and easy as possible [114]. A wide range of containerised deployment tools are

provided by Pytorch to execute models on cloud services such as Kubernetes [69]. Alongside

these tools the TorchScript module allows models to be exported and executed in native C++ 14

projects [38].

The architecture of deployed TorchScript is close to that used by TFL, models are serialised to

the file system and a large run-time is linked into the target binary which loads and interprets

the model to perform inference. These similarities pose the same obstacles to use on radiation

hardened CPUs and integration with flight software development processes. Being designed for

use within a high-level OS means that significant re-designing would be needed for it to work

with the more restricted real-time OS used for critical flight systems. The size of the run-time
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library and its C++ 14 requirement put this tool out of contention.

In conclusion none of the deployment tools provided within the leading ML machine learn-

ing frameworks are suitable for integration within the flight software development processes

necessary for mission critical system. There are both technical and procedural barriers to the

use of these tools. Desktop software has long since moved away from the C programming

language in favour of the more powerful and scalable C++ language. The use of C today

is restricted to embedded micro-controllers, Digital Signal Processor (DSP)s and niche high

reliability applications such as medicine, nuclear, and aerospace. There is little reason why

these tools would target the C language given how much more restricted it is and its smaller user

base. With the exception of TF XLA these ML deployment tools all target more powerful CPUs

than the current generation of space processors, preventing their use. The use of high-level OS

features not present on embedded real-time OSs is a further technical barrier. The scale of the

deployment frameworks and ML models themselves will need to be reduced before they can be

automatically deployed within mission critical flight software.

2.6 Gaps in Knowledge

Research into a new application for ML models has recently developed, the production of

navigation cost-maps for mobile robots. This task is currently a performance limiting algorithm

on-board planetary rovers operating on Mars and planned in the near future. Literature describ-

ing the existing cost-map generation algorithms has be reviewed along with the sensors and

perception systems which feed into this task. Two gaps in literature have been found, regarding

the suitability of ML cost-map generation for planetary rovers. The suitability of ML for this

task in terms of its accuracy and computational requirements has not been studies, and a process

for deploying ML models within the flight software development processor does not currently

exist. These open questions and the best answers currently available listed in Table 2.1.

Section 2.4.1 reviewed current algorithms used to generate navigation cost-maps on-board

Mars rovers and reviews the latest research into the new field of ML cost-map generation

techniques. This process currently consumes a significant amount of time during the GNC

loop, ML techniques have been demonstrated which can perform this task on terrestrial robots,
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although this is still a new research topic with the earliest publication released in 2016. The

authors are not aware on any work applying this technique to planetary robotics, given the

nascent state of ML technique on Earth we feel it could bring novel benefits to this domain.

Section 2.5 has surveyed the challenges of deploying ML models on board the computers

necessary in deep. Covering both the technical challenges caused by limited computing power,

Section 2.5.2, and the process challenges of working within the software development systems

required on high value missions, Section 2.5.1.

Table 2.1: Opportunities identified during this literature review.

Challenge Solution

Is it possible to generate planetary rover cost-

maps using ML?

• Research into use on terrestrial robotics is

promising, no studies for planetary robotics

currently exist.

Are ML cost-mapping models feasible to use

on radiation hardened LEON3 computers?

• Performance known to be challenging on

space processors, but no systems deployed and

measured in literature.

Does a deployment process exist to implement

this model within the flight software develop-

ment process?

• Existing automated tools reviewed, none

found to be suitable, hand coded implementa-

tion only option.
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Industrial Problem & ML Solution

3.1 Introduction

The goal of this research is to investigate an opportunity to use deep learning to improve the

GNC capabilities of planetary rovers. The sub-system selected for this work is the cost-mapping

process on-board a planetary rover. There are two mechanism for any replacement algorithm to

improve a system: It could produce output superior to an existing algorithm, such as a more

optimal route or longer range reconstruction. Or it could produce equivalent output to an existing

algorithm while requiring lower computational resources. It should be noted that the latter case

is only beneficial if the process in question is resource constrained. Luckily many processes on

planetary rover GNC systems are resource constrained due to the heritage radiation hardened

processors that must be used.

The cost-mapping task takes a map generated directly from sensor data, and produces a new

map which estimates the difficulty of driving the rover over each cell of the map. The exact

nature of input maps can vary but the output must be a map of scalar values that can be used by

route planning algorithms. Two reasons lie behind this choice of application, it currently has a

high computational cost, and superficially appears to be a good fit for existing ML models.

The two most computationally expensive navigation tasks performed by the current generation

of planetary rovers are stereo disparity calculation and cost map generation [154]. The amount

of time taken to perform these tasks puts them on the critical path of the GNC system, meaning

37
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a speed up of these algorithms directly translates to an increase in the speed that the rover can

cover ground. This in turn impacts the distance the rover can travel and therefore the number of

science targets which can be studied.

Using deep learning to improve the performance of stereo disparity matching has been an active

area of research for some time, with techniques focussed on end-to-end stereo matching [104]

[42] as well as parts of the stereo pipeline such as feature matching [161] [56]. This research

area is focussed on improving the results of stereo matching on platforms with significant

processing power, ”Moreover, end-to-end stereo matching networks-based approaches basically

require huge memory and are relatively time consuming.” Zhou et al. [163]. These algorithms

can be utilised by autonomous cars and larger terrestrial mobile robots, which are capable of

carrying and powering large computers. Executing these models in real time requires large

(2020 context) GPUs so are far too large to be practical on conventional CPUs let alone radiation

hardened processors.

The generation of navigation cost-maps using ML has been discussed in Section 2.4.1 which

concluded that the concept itself was feasible, although no work to-date has been done on the

planetary rover application. Given that all research into this technique described in literature has

focussed on terrestrial applications, the computational cost and it’s applicability to radiation

hardened CPUs will need careful analysis.

Other GNC tasks could have been considered such as the route planning algorithm used to

generate paths across terrain. However these implementations do not take a significant fraction

of the ‘sense’ and ‘plan’ phases of the GNC loop and the output of these algorithms is already

optimal. Even a large increase in the speed of these algorithms would not have an impact on

the duration of the ‘sense’ and ‘plan’ phase. There is therefore little value in for performance

improvements to these algorithms.

ML appears to be a good fit for this task, since the input map (an M ×N × C tensor) is being

converted to a cost-map (an M ×N tensor). There is similarity between tasks already tackled by

ML such as depth from monocular images [50], and auto-encoders [70]. Baseline cost-mapping

algorithms already exist enabling supervised learning to be performed.

Our research into this application starts with the analysis of two standard types of ML model,

to determine if they are able to perform the cost-mapping task. This is the most fundamental
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question which must be answered before the more detailed application of this technique can be

studied. Latter stages of this work studies two interrelated questions, can these ML models be

executed on-board a planetary rover fast enough to be practical, and how can they be deployed

within the software engineering processes used in the space industry.

The work described in this chapter has been published in the following conference paper:

• Blacker, P., Bridges, C.P. and Hadfield, S., 2019, July. Rapid Prototyping of Deep

Learning Models on Radiation Hardened CPUs. In 2019 NASA/ESA Conference on

Adaptive Hardware and Systems (AHS) (pp. 25-32). IEEE.

3.2 Industrial Problem Definition

Our challenge is to investigate the feasibility of producing navigation cost-maps (Figure 3.1)

on-board a Mars rover using ML. In this case the input map is a single channel map of elevation

values (a DEM), although the impact of other types of map are discussed in Section 3.6.1. A

published cost-map generation algorithm used within JPLs GESTALT sofware [21] will be

used to generate datasets for supervised learning. Emulated and engineering models of the

LEON3 radiation hardened processor will be used to test the deployment process and evaluate

the execution time of the proposed models.

As with any supervised learning task, sets of training data will need to be created and labelled,

for this we were given access to two proprietary datasets as well as access to the Stevenage Mars

yard to collect our own data. Labels were generated using the published GESTALT algorithm

described below.

The reliability of the proposed ML solution will be evaluated by measuring its percentage error

to three sigma, as described in Section 3.3.2. The computational requirements of models will

be investigated to determine if they are feasible to execute on the radiation hardened CPUs

necessary for Mars rovers. The target performance given for the cost-mapping task is to be able

to process a map with an area of 77m2 and a DEM cell size of 4× 4cm into a cost map in 20

seconds. This area requirement is due to the 7 metre radius semi-circular DEM maps produced

by the Exomars pan cam [154], during its ’sense‘ phase. This translates into a rate of 2405
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Figure 3.1: (top) Digital elevation map taken from the Airbus Marsyard. (bottom) Generated

navigation cost-map of values, white border areas are of unknown cost.

DEM cells per second, and must be performed on a single core of a 200 MHz LEON3 radiation

hardened CPU. Finally the challenges associated with deploying a ML algorithm within the

software and V&V processes used on high value space missions will be discussed and potential

opportunities described.

3.2.1 Existing Techniques

GESTALT is the full GNC system developed by JPL for use on their MER rovers Spirit and

Opportunity, and is described in detail in Section 2.2.2. This GNC system uses a geometric

approach to terrain assessment, resulting in three metrics. The maximum, slope, step and

roughness of the surface at each location. These simple geometric measures are then scaled with

the known capabilities of the rover chassis to measure the safety of driving over each area of the
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map.

The exact cost mapping algorithm used on the Exomars rover is proprietary, and this information

has not been shared with the authors, however some details are known about its requirements.

Similar to the MER rovers, Exomars has solar wings protruding a significant distance beyond

its wheel base. Potential collisions of these panels with terrain is an additional risk which the

cost mapping algorithm needs to account for in addition to the usual locomotion challenge. The

dynamical model of the rovers chassis is taken into account when generating the cost map to

accurately reflect the behaviour of the rover [154], this is in contrast the the GESTALT system

which used an entirely geometric approach with tuning weights. This technique has the advan-

tage of producing more accurate navigation cost-maps but with an increase in computational

cost.

3.3 ML Model Analysis

The goal of this section is to evaluate the accuracy of a range of ML models when used to

estimate navigability. Our initial work published in [22] used CNN regression models to estimate

individual cost map elements, the performance of these models was unacceptably slow compared

to existing algorithms. Later work investigated Encoder Decoder models which are able to

estimate multiple cost map cells in a single inference pass and displayed significantly improved

performance. These ML models are described in Section 3.3.1, and results of both classes of

model are shown so that the progression of this work can be discussed. Figure 3.2 describes the

setup that was used to evaluate all the models used in this work.

In order to train and evaluate an ML regression model a set of inputs and expected outputs is

required. The input to the navigability assessment task is a DEM which would normally be

generated from upstream perception processes on the vehicle, for our experiment we use a set of

four planetary DEMs captured using a range of sensor modalities. The variation in modalities is

primarily out of necessity, these are not commonly available data sets so we have had to use

those we have access to, however it does give us the opportunity to study the effect of different

sensors on the whole mapping process. These datasets are described in more detail in Section

3.3.3.
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Figure 3.2: High level processing steps of our ML terrain estimator evaluation experiment.

The desired output of these models is a map of navigation costs over the terrain in question, this

map should be closely correlated with the time or energy cost of driving a real rover over the

terrain. Collecting this data directly using an actual rover is impractical given the quantity of

training data required, so instead a published navigation cost algorithm from JPLs MER rovers

is used to label training data.

Regression ML model accuracy is commonly measured using the Mean Squared Error (MSE)

loss function [123], however during our analysis we have discovered that these residual errors

were in some cases related to the true cost value itself. To visualise this relationship Confidence

Band plots are used to describe the output quality of our models. The metrics used to describe
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and measure the accuracy of these models is described in Section 3.3.2.

During this early feasibility investigation the execution time of our models was measured

using the desktop platform used for development, two metrics could be measured reliably the

execution time of the model and the size of the models weights. These metrics are clearly of

limited use given our eventual target platform is a radiation hardened LEON processor, but they

do indicate the relative speed of the models. Chapter 4 addresses these concerns by describing

the deployment tool that was developed which produces LEON compatible C implementations.

Building and executing these models on a LEON emulator produced the accurate performance

metrics presented in later chapters.

3.3.1 ML Models Evaluated

Common image processing CNN models can be adapted to generate cost-maps since they

process input matrices of scalars and estimate the continuous scalar navigability value. Our

early work [22] used these regression CNNs for cost mapping and found them to be effective at

producing accurate results, but required more processing power than the baseline algorithms

they were intended to replace. It was realised that using a whole ML model to estimate

the navigability of a single location would never be as efficient as the hand crafted baseline

algorithms. After surveying a range of ML models it was decided to evaluate Encoder Decoders

models [30]. These models can process input tensors into output tensors so they should be able

to estimate an area of navigation cost elements in a single inference pass.

A range of CNN and Encoder-Decoder models of various sizes will be evaluated to measure

the effect that a model size has on its accuracy. Each of the models listed in Table 3.3.1 are

described in terms of their layers, filter sizes and activation functions, detailed descriptions of

these models can be found in Appendix A. These models have been defined in such a way that

their size can be automatically scaled. This is done by altering the number of convolution filters

and sizes of dense layers for each model. This technique has been used so that the computational

cost of models can me compared to the accuracy of estimates they produce.
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Figure 3.3: High level description of the five CNN models evaluated in our AHS publication

[22]. Detailed descriptions of these models can be found in Appendix A

.

CNN Regression Models

A standard CNN regression model processes a two or three dimensional input tensor into a

scalar estimate Figure 3.3. This is done using an input stage comprising several convolution

layers followed by one or more fully connected layers. The five CNN models presented in our

AHS conference paper [22] have been included to show the progression of our work.

Encoder Decoder Models

Spatial Encoder Decoder models are used in applications such as segmentation [30] [10]. These

models use transposed convolution layers (commonly known as deconvolution layers) to expand

the spatial size of a layer in a manner complimentary to convolution layers. In our application

transposed convolution layers are used to expand fully the connected layers into the larger final

output matrix of navigation cost estimates.
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Figure 3.4: Topology of an encoder decoder model E used in this work. Here two transposed

convolution layers with 5× 5 filters and strides of 2 have been used to expand the output of the

model.

.

Table of Evaluated Models

The following set of terrain assessment models have been evaluated, Table 3.1 summarises

the structure of each model, number of weights and MAC instructions needed to perform an

inference pass. Appendix A includes the complete description of each model.

Table 3.1: Set of eleven model topologies trained and analysed during our work.

Label Topology Cells Estimated Weights (MB) MACs (M)

Cnn-A 5× Conv 3× Dense 1 7.9 10.5

Cnn-B 4× Conv 3× Dense 1 16.9 12.5

Cnn-C 4× Conv 3× Dense 1 9.8 10.7

Cnn-D 3× Conv 3× Dense 1 39.7 16.3

Cnn-E 3× Conv 3× Dense 1 7.2 8.0

EncDec-A 5× Conv 2× Dense 1× Deconv 121 9.9 16.4

EncDec-B 5× Conv 2× Dense 2× Deconv 441 13.2 24.2

EncDec-C 5× Conv 2× Dense 3× Deconv 1681 16.9 43.1

EncDec-D 5× Conv 2× Dense 1× Deconv 121 3.1 14.6

EncDec-E 5× Conv 2× Dense 2× Deconv 441 5.7 22.3

EncDec-F 5× Conv 2× Dense 3× Deconv 1681 9.2 41.2

EncDec-X 5× Conv 2× Dense 3× Deconv 7921 23.6 26.0

The five CNN models studied during my earlier work vary the number of 3 × 3 convolution

layers used in the input stage and the size of full connected layers in the output stage. It can be

seen that the number of weights and MACs increases as the number of convolution layers in

decreased, this is caused by the size of the output of the the final convolution layer increasing.

The size of this layer in turn affects the size of the following fully connected layer.
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Six Encoder Decoder models have been investigated, they all share a common input stage of

five 3× 3 convolution filters and two fully connected layers. The difference between them is

in the number of transposed convolution layers in the output stage and the size of the filters

used in these layers. Encoder Decoder models A, B, and C use 3× 3 transposed convolutions

while D, E, and F use 5× 5. This was chosen so the effect of the expansion ratio of the output

stage and the filter size could be studied. It should be noted that the Encoder Decoder models

have larger input matrix sizes than the CNN models because the input must always be the same

amount larger than the output due to the nature of the cost mapping problem as described in

Section 3.11. This relationship between input and output sizes is the reason for the majority of

the increase in weight and MAC count of these models.

3.3.2 Model Evalulation

The accuracy of regression models of the type investigated is commonly measured using the

MSE loss function [123]. This metric is used internally by Huber loss function during training

however different metrics are used to evaluate the accuracy of models once they have been

trained. The requirement given to us for the cost-mapping process is a maximum error of 10%

at three sigma, this threshold can be visualised using a 99.7% Confidence Interval (CI) where

99.7% of estimates are expected to fall within the 10% error requirement.

Cost-map estimate errors were discovered to be non-uniformly distributed as shown by the

2D histogram in Figure 3.5.a. It can be seen that the standard MSE metric or a scaling of it

to 3 sigma will not capture the peak errors at different true cost-values. Visualisation using

2D histograms is useful but is distorted by the non-uniform density of true cost-values, shown

on the x axis in Figure 3.5.a. For this reason Confidence Band (CB) plots have been used to

visualise the detailed accuracy of trained models in this work as shown in Figure 3.5.b. These

plots are immune to variations in true cost-value density and clearly show the worst case errors

at the 3 sigma requirement. The results shown in Figure 3.5 are from an early poorly performing

model which has been chosen to highlight non-uniform errors. The estimates can been seen to

be more accurate over costlier terrain except for extremely hard or impassible terrain where the

error increases.

While confidence band plots such as Figure 3.5.b are an insightful description of a models
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Figure 3.5: a) 2D histogram of ML estimates against true cost-values. b) Confidence bands of

navigability estimates.

Table 3.2: Scalar metrics for example model

Worst 99.7% CI Mean 99.7% CI

0.1703% 0.1211%

performance, scalar metrics are needed for the quantitative comparison of models. For this

purpose two metrics have been used, the worst 99.7% confidence band error and the mean 99.7%

confidence band error. These quality metrics for the early model described in Figure 3.5 are

shown in Table 3.2, showing that this model does not meet the 10% requirement.

3.3.3 Datasets

In order to train and evaluate ML models for navigability estimation it is necessary to have

datasets of elevation maps and their associated navigation cost maps. These are not common

datasets and nothing suitable for this work is publicly available. This Section describes the

sources of data that have been used in this work and the processing steps that were necessary

before they could be used for training ML models.

Two proprietary datasets were made available by Airbus for us in this work; A sets of localised

stereo images pairs from an Exomars breadboard rover traversing the Stevenage Mars Yard,

and a high resolution DEM from the ERGO dataset collected by an ESA consortium. A further

dataset was collected ourselves using a hybrid LIDAR camera sensor in also in the Stevenage

Mars Yard.
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Although all three of these datasets were collected using different sensors and have been

processed to different levels, they all essentially describe the geometric shape of a planetary

analogue terrain. This has meant we have had to generate our own navigation cost maps for

these terrains. The published navigation cost algorithm using on JPLs MER rovers was used for

this task as described in Section 2.2.2.

The decision to collect our own dataset was motivated by the need to publish our work, we were

able to use the proprietary datasets for research but were unable publish this data alongside it. In

the interests of repeatability we wanted to be able to publish a fully working system including

code and data to disseminate our findings. Since this was not possible with the data initially

made available to us we decided it was worthwhile collecting our own. This terrain dataset was

collected using a hybrid camera and 3D LIDAR sensor and is described in Section 3.3.3.

The following sections describe each source dataset and the processing required to generate a

usable DEM from it. Finally four different maps are described, two of which are regions of the

larger ERGO dataset, these four maps were used for all the analyses presented in this chapter.

Stevenage Mars Yard

Figure 3.6: The Mars Yard test terrain at Airbus Stevenage.

Two DEMs have been produced of the Airbus Mars Yard in Stevenage, Figure 3.6, the first

was generated using stereo image pairs while the second was produced using a hybrid LIDAR

camera sensor. Early in our work, before we had access to a 3D LIDAR or the Mars Yard facility,
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Airbus provided a set of navcam stereo image pairs taken from a breadboard rover traversing the

room. Some time later we had built a working 3D LIDAR camera sensor, Figure 3.8, which we

used to collect our own dataset at the Mars Yard in person.

Figure 3.7: Low resolution DEM of the Mars Yard generated using photogrammetry. Note the

lack of fine detail, especially around the edges of the map.

The first dataset was produced using photogrammetry to generate a triangulated mesh from input

images, this mesh was then converted into the DEM shown in Figure 3.7. This was the first

representative planetary terrain model which was used to train our DL traversability estimation

models, [22]. However this terrain model suffered from a problem common to photogrammetric

reconstructions, fine details were lacking resulting smoothed rocks and poor differentiation of

rocks and sand. We were concerned that this smoothness would make this dataset easier to train

than one with more detail. In order to test this hypothesis we decided to create our own higher

quality reconstruction of the Mars Yard.

Our high resolution LIDAR dataset of the Mars Yard was produced using a scanning LIDAR

with a 1 cm depth precision. It is far easier to produce highly detail reconstructions using this

type of sensor, that doesn’t suffer from the non-linear depth error of stereopsis. Our custom

built LIDAR camera sensor comprised an 80 metre range Hikoyu scanning LIDAR and GoPro

monocular camera both mounted on a precision tilt platform, Figure 3.8. This sensor can

produce a variety of data products, for this dataset we collected colour 3D point clouds. Forty

five of these were captured at a variety of locations and headings around the Mars Yard, which

were aligned using Iterative Closest Point (ICP) and converting into a high resolution DEM.

As can be seen in Figure 3.9 the resulting DEM contains far more fine details than the original

stereopsis reconstruction. These two datasets have been used to compare the effect that detail
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Figure 3.8: Custom made Lidar camera fusion sensor, used for detailed mapping of the Stevenage

Mars Yard.

Figure 3.9: High resolution DEM of the Mars Yard generated from LIDAR data. Rocks and

edges are much more clearly defined than the earlier map generated using photogrammetry.

level has on the difficulty of training a terrain assessment model on them.

Unfortunately Brian the mass simulator breadboard had been left in the middle of the test terrain,

and we were unable to drive him out. So our map has a large and unusual shaped rock in the

centre of it, luckily this doesn’t negatively impact our terrain assessment task since it is treated

as just another obstacle, albeit and unusual one.

ERGO Dataset

The European Robotic Goal-Oriented Autonomous Controller Field trials took place in the

Moroccan Sahara desert during November to December 2018. The primary goal of this trial

was a 1 km autonomous traverse conducted by the SherpaTT rover. During these field trials

a high quality DEM of the site was generated from drone captured images, Figure 3.10, this
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Figure 3.10: Terrain DEM from the ERGO field trial site, covering an area of approximately

300 x 300 metres. Two sub regions of the ERGO terrain map have been used for model training

and evaluation. ’Slope Hill‘ region is shown in blue, ’River Bed‘ region is shown in green.

was compared with the map generated on-board Sherpa to evaluate the performance of its

Simultaneous Localisation and Mapping (SLAM) system. This DEM is large, approximately

300 by 300 metres, and covers a terrain of rock and sand with virtually no vegetation.

We have used several regions of this full dataset to train and evaluate our models, although

this map is significantly larger than the Mars Yard and has a wider variety of terrain it has less

fine detail than the other two maps. Two sub-maps of the full ERGO DEM were extracted for

use in our work, a sloping hill feature blue highlight in Figure 3.10 and a gully highlighted in

Green. These both include a range of different types of obstacle and overall navigation difficultly.

Detailed views of the ’Slope Hill‘ and ’River Bed‘ sub maps are shown in Figure 3.11.

3.3.4 Pre-processing and Data Augmentation

The navigation cost function used in the GESTALT rover GNC system as described in Section

2.2.2 has been used to generate the navigation costs maps used to train our models. The resulting

input data and labels for all our models are 2D matrices of DEM and cost map values as shown

in Figure 3.12. CNN regression models which estimate a single cost value are treated as a
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Figure 3.11: Ergo ’River Bed‘ terrain on the left, ’Slope Hill‘ terrain on the right.

special case where the costs label is a 1 × 1 matrix. The input matrix is always larger than

the output matrix because these cost maps use obstacle expansion [45] based upon the size of

the maximal rover footprint. The exomars rover maximal rover footprint is a circle 1 metre in

diameter, when expanded to a square each cost map element can be effected by a 51× 51 matrix

of elevation values (representing a 2m x 2m square of the 4 cm resolution DEM, so the input

matrix always has 50 more rows and columns than the output matrix.

Elevation Map

Navigation Cost Map

Input Elevation Matrix

[Oe+50 × Oe+50]

Costs Label Matrix

[Oe × Oe]

Figure 3.12: Extraction of a single training pair from a registered DEM and navigation cost map.

Where Oe is the output edge length.

Before this input matrix of elevation values is passed to the ML model it’s absolute elevation

information is removed as described in Section 3.3.5. The mean of the input matrix is subtracted

for each element, forcing it to have a mean elevation of zero. When model inference is being

evaluated this is the only pre-processing step required, however during training additional steps

are taken to artificially augment data.
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Data Augmentation

The two stereo and lidar Mars Yard datasets contain 135k and 154k training sample respectively,

while each sub-map of the ERGO dataset include 487k, this a significant amount and is enough

to successfully train our navigability assessment models, however more training data will always

improve the quality of trained models. Since the terrain assessment task is rotation agnostic

and symmetric it is trivial to use reflection and cardinal rotations to increase the size of these

datasets eight times.

Figure 3.13: Rotation augmentation of the Mars Yard lidar dataset, with rotations from 9 to 81

degrees. Additional augmentation using reflections and cardinal rotations is performed online

during training.

Table 3.3: Sizes of training datasets with cardinal rotation augmentation and arbitrary rotation

augmentation.

Dataset Original Cardinal Rotations Semi-Arbitrary Rotations

Mars Yard Stereo 135k 1,077k 10,185k

Mars Yard LIDAR 154k 1,235k 11,733k

ERGO River Bed 487k 3,898k 37,591k

ERGO Slope Hill 487k 3,898k 37,591k

These cardinal rotations were implemented in the dataset provider code directly, since they are

simple and quick to apply to the data as it is being fed into the model. However the terrain

assessment task is agnostic to any arbitrary rotation so we can augment our dataset more than

just eight times. Due to the complexities of the non-uniform maps we are working with the

simplest method to add semi-arbitrary rotations was to expand the original source DEMs with

nine rotated copies of itself at angles from 9 to 81 degrees. This further multiplied the size of

our training sets approximately ten times, resulting in the final sets that were used for model
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training and evaluation shown in Table 3.3.

3.3.5 Absolute Elevation Invariance

DEMs represent the shape of terrain using a grid of elevation values, these values are defined

with reference to a vertical datum. In the case of the two Mars Yard datasets this datum is

the floor of the room it is housed in, while for the ERGO dataset it is mean sea level. This

entirely arbitrary difference means that elevation values in the ERGO maps are approximately

800 metres higher than the other two maps. This difference serves to highlight that the absolute

elevation of a map region should have no bearing on its traversability estimates.

This elevation invariance can be seen in the baseline GESTALT algorithm which produces its

estimate based upon the overall slope and relative elevations of a DEM patch. This section

investigates two methods by which absolute elevation invariance can be built into an ML model

and compares their performance. The techniques of weight normalisation [122] and layer

normalisation [9] were both adapted to enforce elevation invariance, and their effectiveness for

this application evaluated.

Weight normalisation was adapted by applying mean only normalisation at the first layer such

that each individual filter has a mean of zero. This forces filters to be invariant to the absolute

values of their inputs. Removing any absolute elevation information in the first layer like this

means it is impossible for it to have a bearing on the final estimate. This technique differs from

weight normalisation as described by Salimans et. al. [122] because only the mean is normalised

not the variance and each filter is normalised individually.

Complimentary to weight normalisation, layer normalisation can be applied to the input elevation

matrix, Hinton et. al [9]. Again mean normalisation is performed, because the variance of

the elevation values describes information relevant to navigability. Superficially these two

techniques look symmetric however they are mathematically different and will be shown to

perform differently.

The adapted weight and layer normalisation techniques have been evaluated alongside a base

case where no elevation invariance is enforced. These three input configurations are evaluated

using the four maps: Mars Yard stereo, Mars Yard LIDAR, ERGO slope hill, and ERGO river
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Figure 3.14: Navigation estimate confidence bands for the encoder-decoder-A model trained

on all four test terrains, with either no elevation invariance, weight normalisation, or layer

normalisation. It can clearly be seen that layer normalisation produces consistently better

models, although weight normalisation is also an improvement over the baseline. The models

trained on maps from the ERGO dataset failed to converge at all without one of elevation

invariance techniques being applied.
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bed. Figure 3.14 shows the confidence bands for these twelve experiments, their mean and worst

errors at 3 sigma are shown in Figure 3.15.
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Figure 3.15: Comparison of elevation invariance pre-processing techniques on all four training

maps. A, shows the mean error at 3 sigma. B, shows the worst error at 3 sigma.

When training Encoder Decoder model A on all four of the test terrains, weight normalisation

offers some improvement over the baseline, however layer normalisation provides the greatest

improvement in all cases. This is a minor engineering contribution, as far as the author is aware

these techniques have not been used before, but they represent a small incremental development

upon existing techniques.

A possible explanation for the difference in performance between the two techniques is that the

layer normalisation preserves the relative elevation information across the whole of the input

matrix. weight normalisation meanwhile only preserves the relative elevation of the input within

a single filter kernel, 3× 3 or 5× 5 for the models tested. The additional information that is

preserved by layer normalisation could explain why it produces most accurate trained models.

3.3.6 Model Training

Cost-mapping models described in this chapter were trained for 10k steps with a batch size of

100. The Huber loss function was used with a delta parameter of 0.45 [160]. In this regard the

training configuration used is quite standard, however there are some important differences to

which are described here.

The division of training data into train, test, and evaluation sets needed special attention because
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of the nature of this task. A subtle improvement was found if the dynamic range of the cost

value was allowed to extend past 1.0. If this cost-map generation technique is used as part of a

practical GNC system then an adapted loss function should be used due to the consequences

different types of estimation error.

Division of Train, Test, and Evaluation

When training a model it is critical to evaluate its performance on data which is representative

but not the same data it was trained on. If a model is evaluated on the same data it was trained

on then over-fitting can be mistaken for increased accuracy. During supervised learning it is

common to split training data into three sets, Training data used to train the model, Test data

used to evaluate the model in between training steps, and Evaluation data used to ultimately

measure its trained accuracy.

In most cases these sets can be created by randomly splitting the data because each training

case in independent. However in our case because each element of the cost-map depends on

many adjacent elements of the input cost-map they are not independent. If training data was

split randomly then during training the model would be exposed to all the input data of the test

and evaluation sets, means over fitting could not be detected.

In our cost-mapping experiment the Test, Train, and Evaluation sets were produced by selecting

contiguous regions of the training cost-map and discarding elements along the boundaries of

these sets. The ’width’ of the discarded region along this boundary was 25 elements, because

(ReceptiveF ieldWidth − 1)/2 = 25. These boundaries although wasteful of training data

mean that the receptive fields of samples from the three different sets will never overlap.

Extended Dynamic Range

Two observations lay behind the idea to use extended dynamic range training data. The first was

that estimation errors in earlier experiments were often greater at the limit of the true cost values,

near 1.0. The second was that this navigation cost limit is actually artificial. It is imposed as the

safe limit of the rovers capabilities, it has no meaning in terms of the terrain itself. For example

if your rover has a tipping angle of 25 degrees so a safe limit of 20 degrees has been chosen to
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have a cost value of 1.0. Here two slopes of 20 and 40 degrees would both have a cost of 1.0

even though the 40 degree slope is clearly more difficult to traverse.

It was found in our work that if training cost-maps were generated with values extending beyond

1.0 and this cap was instead applied after the ML model that accuracy increased slightly. The

increase in accuracy was most pronounced around the 1.0 limit which as described in Figure

3.16 is the most critical region for errors.

Training for Flight

The goal of many ML models is to match an existing algorithm or dataset as closely as possible,

image classification or segmentation for example. It may seem non-intuitive at first but the goal

of a cost-map generation algorithm is not to estimate the navigation cost of terrain as accurately

as possible. It is in fact to to help the rover reach its destination quickly and safely as part of

the whole GNC system. This is a subtle but important distinction because it means we have to

understand estimation errors not as an abstract scalar metric but in terms of their consequences

on rover behaviour.

Four distinct error regions can be identified based upon the sign of the error and the true

navigation cost of terrain, Figure 3.16. Exaggeration errors are defined as erroneously thinking

terrain is harder to traverse than it actually is, but not so hard that it will never be traversed. The

effect on the path planner in this region is to force it away from optimal route in some cases,

there is no danger to the rover and no gross effect on planned routes. The same effect is caused

by the Understatement error region, the path can be forced through harder terrain than expected

but not to the point that the rover is in danger.

The final two error regions have more serious consequences. The False Wall region is defined

by the cost-mapping algorithm erroneously marking safe terrain as impassible. This can have

the effect that a region of safe terrain is excluded from any planned paths potentially forcing

routes to be far longer or even fail to be found at all. This can slow the rover down significantly

or force ground control to intervene.

Danger Zone errors are classified as where the cost-map shows terrain is safe where in reality

it is hazardous to the rover. Routes could be planned and executed which put the rover at risk
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Figure 3.16: Map of error regions divided by their effects.

of becoming trapped or damaged. While there are additional safety systems which can abort

a traverse if it appears to be unsafe, they are not foolproof and even a small risk of a mission

ending event must be avoided is possible.

The MSE loss function was used in this work to theoretically demonstrate that ML models

are capable of generating cost-maps. However the MSE metric does not capture the varied

consequences of estimation errors, if this technique is used in a complete GNC system a utility

cost function would be more appropriate. This could potentially be implemented by artificially

increasing the magnitude of errors in the danger zone, or artificially increasing the truth-cost

values around 1.0 to ’push’ estimates away from the danger zone. Further research into this

training detail would be a valuable addition to the field.

3.3.7 Initial Inference Timing

The industrial case has a requirement that the cost-mapping process for a complete local map

must complete within 20 seconds on the LEON3 processor as described in Section 3.2. At this

stage in our work however there were no tools available to deploy ML models to this target [22].

It would have been possible to hand code these models, however the time required to implement

and verify these models was considered prohibitive. Since it was not possible to implement
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these models on the LEON3 processor no performance measurements could be taken.

A crude initial timing of inference execution was performed on our desktop development

platform, an Intel 8 core i7 PC with an Nvidia GTX 1070 GPU, these results are shown in

Section 3.5.2. Each model was built with a batch size of one and inference was performed a

thousand times, the median of these runs was then taken. These performance results do not tell

us anything about the execution time on the target radiation hardened processors but they do

provide an indication of the relative execution time of each model.

The amount of memory required to store the weights of each model is easy to measure from

the models flow-graph, while the amount of memory required to perform inference with each

model is harder to determine. No mechanism exists within the TF library to compute the RAM

required to perform inference. Given the large overhead of the library itself it was not possible

to measure this using external tools. The TFL library was considered to measure RAM use

however this is intended for mobile and tablet targets so it still has significant overheads of over

100 MB as described in Section 3.4.1.

The tools available to us are a great limitation at this point, the only measurement we can make

accurately is the trivial size of model weights. Neither the execution time or RAM can be

measured for our target platform.

3.4 Inference Feasablilty on LEON Processors

Evaluating the accuracy of ML models used for cost-map generation is only a part of our task.

Inference using these models must to executed on the LEON3 processor, and this deployment

has to be performed using a software process that is suitable to the space industry. This is

where we step outside of the usual realm of ML and investigate the deployment of models on a

platform which to the authors knowledge has never been done before. Our motivation for this

task is twofold, to evaluate if the models presented in Section 3.3.1 are feasible to execute on

LEON3 processors. Secondly to study the ML deployment process necessary for ML to be used

within the software development and V&V processes of the space industry. An overview of the

flight software development process for high-value missions is described in Section 2.5.1.

Model performance was measured on the desktop platform that was used for training as described
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in Section 3.3.7. This is a crude relative measurement, and not applicable to the LEON3 platform

we are targeting. Section 3.4.1 describes our attempts to implement these models on the LEON3

using existing tool which were ultimately unsuccessful. These limitations were the reason why

these crude initial timing measurement were taken.

Section 3.4.2 reviews the latest Edge ML deployment tools against the requirements discussed

in literature review Section 2.5.1, it has to be noted that these tools were not available at the

start of this research. If they had existed then they could have been used to measure model

performance on the LEON3, but would not be suitable for use in the flight software development

process.

3.4.1 LEON Deployment Using Existing Tools

In early 2018 when our investigation into ML cost-mapping models started there were a range

of software tools aimed at deploying ML models onto platforms smaller than desktop computers.

The majority of these are aimed at phone & tablet scale targets, although the Tensorflow XLA

AOT compiler is capable of targeting more constrained platforms.

C++ ML Deployment Frameworks

Two frameworks which deploy ML models to C++ code were evaluated, the TFL tool and

the MatLab statstics and machine learning toolbox. Both of these tools are able to produce

C++ projects implementing trained ML models. However they are aimed at desktop or mobile

platforms, and as such they have dependencies upon large runtime libraries (greater than 100MB

in the case of TFL) making them impossible to deploy to the LEON3 development boards we

have access too. The Pender GR-XC3S LEON3 development board has 8 MB of flash PROM

and 64 MB of Synchronous Dynamic Random Access Memory (SDRAM).

The size of run-time libraries required by both TFL and the MatLab statstics and machine

learning toolbox ruled out both these options. Even if this had not been the case, the challenge

of building the support libraries for the bare-bones Sparc V8 LEON3 platform would have been

a non-trivial.
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Tensorflow XLA

TensorFlow XLA is an LLVM compiler tool which generates object binaries directly from a

trained TF model. The resulting compiled static-libraries can be linked into larger projects with

minimal library over heads. This process is suitable for deploying our models on to the LEON

platform, because use of the versatile LLVM compiler architecture [90] means it can produce

Sparc V8 binary code, and it has minimal library overheads.

The Sparc V8 architecture of the LEON family of processors is not explicitly supported by the

XLA tool, after some initially promising results the authors failed to successfully integrate it

with the Gaisler LLVM compiler [53]. The Gaisler Clang compiler is built on LLVM version 4.0

while the TF XLA compiler generates IR using features only present in versions 5.0 and above.

By taking the LLVM IR produced by the XLA compiler then building it using the Gaisler clang

compiler simple fully connected networks were successfully deployed to the LEON3. However

LLVM version incompatibilities prevented larger dense or convolutional models from being

deployed using this tool.

The XLA compiler process cannot be integrated into the flight software development process,

it produces either IR or compiled objects. Since it does not generate human readable code its

output cannot be re-implemented to ECSS standards. Given the tool itself has only recently

(2019) been moved out of the experimental part of TF, it is far too immature to be considered a

reliable compiler in of itself.

Hand Coding

Alongside the automated deployment tools described in Sections 3.4.1 & 3.4.1 there is always

the option of manually implementing any given model without using any support libraries. In

practice this would involve writing and testing functions for each type of layer used by the

model, then writing the core model flow graph itself. This approach would be practical for a

one-off small model but quickly becomes untenable and error-prone for larger models. It was

concluded that the effort needed to manually implement all the models described in Section

3.3.1 was greater than the effort to build a tool to do the same job.
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3.4.2 Tools Released During this Work

During the course of this research two open source Edge ML tools were released which are

capable of deploying models to the LEON3. They came about too late to be used for the timing

measurements of our models, however it is worthwhile to review their capabilities in terms

of the flight software development process described in Section 2.5.1. As is described below

both of these tools are aimed at the rapidly growing field of Edge ML IoT applications, so are

unsurprisingly not tailored to the rigorous reliability requirements of the space sector.

TFL micro

Spearheaded by Pete Warden the TFLµ tool was first released in January 2019 as an experimental

module of Tensorflow V1.13.0 [116]. This tool enables TFL models to be deployed onto micro-

controller scale targets, and is tightly integrated into the wider TF workflow. An interpreter

paradigm is used, with models being encoded into the binary as data then loaded and interpreted

using generic execution code. Use of dynamic memory allocation is avoided by using a single

area of stack memory known as the tensor arena to store working data, which it manages itself.

It requires a C++ 11 compiler and has dependencies upon the wider TFL code base.

TFLµ is a powerful tool with a growing user base, many of whom work on IoT projects, and

targets CPUs smaller than the LEON3 processors we are work with. There are two fundamental

obstacles to its use within the flight software development processes described in Section 2.5.1

though. Firstly is the C++ 11 requirement, which would not be trivial to remove, and secondly

it is a significant code base itself while also depending on the larger TFL code base. Because it

uses an interpreter paradigm a significant amount of code would need to be re-implemented to

flight standards regardless of the complexity of ML that was being used.

µTensor

Lead by Neil Tan µTensor was first released in July 2018, and is primarily aimed at the Advanced

RISC Machines (ARM) M-Bed range of micro-controllers, although the code it generates can

be deployed on a wider range of targets. Unlike TFLµ µTensor uses a code generation paradigm,
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producing C++ model implementations which depend on a small runtime library. µTensor is

also designed to work with the TF framework, using TFL flatbuffer models as input.

µTensor is an ML deployment tool which generates highly efficient model code making use of

ARMs optimised CMSIS library of layer implementations [88]. The code generation approach

means that models depend on a smaller amount of code than TFLµ. However it still requires a

C++ compiler and makes use of dynamic memory allocation, for these reasons it is not suitable

for the flight software development process.

3.5 Results

The most important finding from this investigation is that standard ML models are capable of

estimating terrain navigability from the same DEM inputs as traditional algorithms. Figure 3.17

shows the histogram and confidence bands of estimates vs truth for model ’EncDec-D‘ trained

for 5k steps using the Mars Yard Stereo dataset. The model has converged well to the training

data with a small and relatively uniform error. Figure 3.18 shows the baseline cost-map used for

training and the estimated cost-map produced using the trained model.
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Figure 3.17: 2D Histogram and confidence bands of estimates against training values for the

Encoder Decoder topology D trained for 5000 steps.

This model produces an 11× 11 matrix of cost values on each inference pass, the boundaries of

these can just be made out on the estimated cost map but the smoothness of the expected cost

map reduces the significance of this. One of the penalties of estimating multiple cost values
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Figure 3.18: Cost map estimated using a trained Encoder Decoder model on the left in compari-

son with the ground truth cost map on the right.

at the same time is the requirement for a larger dense matrix of DEM values for the model to

function. This is why the ML estimated cost map covers a slightly smaller area than the original

training cost map, sparse DEM inputs around the border of this irregular map have been ignored.

The impact of this limitation increases as the output size and therefore input size of models

increases. Encoder Decoder models C and F both produce 41× 41 matrices of cost cells, which

require a dense input matrix of 91× 91 DEM cells. In practice the DEMs produced by rovers

include unknown areas due to occlusions by rocks and other obstacles, therefore the current

requirement for dense input matrices is problematic. Feeding sparse input data into an ML

model is not common, however some work has been done in this area. Liu et al. [93] proposed

a ’Partial Convolution‘ approach to the image in-painting problem which requires sparse input

images to be processed. If such a technique could be adapted for these cost-mapping models,

enabling them to operate on sparse inputs then these models would become more practical in a

real world system.
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3.5.1 Effects of Model Scale

Encoder Decoder model D has been shown to converge well to the training data in Figure 3.17,

our requirement however is to meet a 10% error threshold at 3 sigma. A range of model types

and sizes have been evaluated so that our later work measuring execution time is able to relate

changes in accuracy with computational cost. All of the models described in Section 3.3.1 were

trained for 5k steps with a batch size of 100, and their error measured using the Mars Yard

Stereo dataset. This was repeated for different scales of each model between 5% and 100%.
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Figure 3.19: 3 sigma error results for all CNN models and scales. Encoder Decoder results are

shown in grey for comparison.
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Figure 3.20: 3 sigma error results for all Encoder Decoder models and scales. CNN results are

shown in grey for comparison
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The 3 sigma error results for the five CNN models proposed are shown in Figure 3.19. Inter-

estingly the errors in the cost-map values produced is largely consistent between the models

themselves, this implies that the additional convolution layers present in CNN models A, B, and

C are not necessary for good convergence. Scaling the model however does have an effect of the

errors in their estimates. Model errors are relatively uniform between 100% and 20% of their

full defined size, however below 20% a cliff edge can be seen where errors start growing rapidly.

These results indicate that it is possible to use the smaller scales of the smallest models proposed

and still meet the cost-mapping accuracy requirements given. The execution time of these

models on the LEON3 processor is not currently known, however this finding allows a wide

range of effective ML models to be considered.

Error results for the seven proposed Encoder Decoder models are shown in Figure 3.20. These

models are not as tolerant to down-scaling as the CNN models but are still able meet the

requirement between 30% and 45% of their full size.

The key take away from these results is that existing ML techniques can be applied to the

cost-mapping task and produce estimates that are accurate enough to be used by the downstream

GNC processes on-board a planetary rover. Now that half of the question has been answered the

second half of making these models work on space qualified CPUs can be tackled.

3.5.2 Costmapping Performance Results

Results shown in Figures 3.19 & 3.20 at first glance would imply that all thirteen proposed

models are quite similar to each other. Our initial GPU timing results presented in this section

show that there is in fact a significant difference between the performances of these models.

With reference to the requirements defined in Section 3.2 the speed of these models is measured

in DEM cells per second. This metric normalises these measurements against the changes in the

number of cells estimated in a single inference pass.

Speed results of the thirteen proposed models shown in Figure 3.21 can be seen to have bunched

together into five distinct groups. The cause of these groupings can be understood when they are

compared to the number of cells each model estimates in a single inference operation, Table 3.1.

Models in each of the five groups all produce the same number of estimates at a time, indicating
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Figure 3.21: GPU performance measurements of all models collected on an Nvidia GTX-1070.

that this factor is the strongest contributor to the performance of these models. Therefore

even though CNN models can be scaled down further than the Encoder Decoder models, this

is insignificant when compared to their faster processing speed. The slowest of the Encoder

Decoders is more than an order of magnitude faster than the fastest CNN model, even though

this Encoder Decoder has lower estimation errors.

As mentioned before these performance measurements taken using a desktop GPU have little

relevance to the LEON3 processor required by our industrial use-case. But it is worth noting that

the highest performing Encode Decoder model X operates at between 5 and 10 million cells per

second, more than three orders of magnitude higher than our requirement of 2405. Qualitatively

this is in the right ball-park so that when it is implemented on the more constrained LEON CPU

this requirement will still be met.

Such qualitative statements are of little value however, and without a deployment method or

actual performance measurements on the LEON3 there is still uncertainty if this ML cost-

mapping technique is feasible at all.

3.5.3 Comparison of Model Accuracies on Different Terrains

Section 3.3.3 discussed concerns that the level of fine details and range of terrain feature types

contained in a DEM would have an effect on the ability of ML models to estimate cost-maps.
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This experiment seeks to answer this question by training a set of identical models on the four

terrain DEMs that are described in Section 3.3.3. These models were: Cnn-A, the largest of

the CNN models EncDec-A, the smallest of the Encoder Decoder models studied, and the

EncDec-D model a medium sized Encoder Decoder model. The results of this experiment are

shown in Figure 3.22 where the error produced by each model has been averaged over all its

scales.

Figure 3.22 shows there is a reasonably consistent relationship between estimation error and

the terrain dataset used, across all three models investigated. The Mars Yard Stereo dataset was

the estimated with the lowest errors, potentially because this map is smaller than the ERGO

maps and lower in detail than the Mars Yard Lidar map. The size of this map means it has a

smaller variety of feature types than the ERGO maps which may contribute to this difference.

The ERGO maps of the River Bed and Slope Hill have the next higher estimation errors. These

maps contain less fine detail that the Mars Yard Stereo map but are approximately three times

larger, and contain a wider variety of feature types. Two of the three models tested produced

their highest errors on the Mars Yard Lidar data, this map has significantly more fine details

than the other three, indicating as suspected that maps with finer details are more challenging

for an ML model to process into a cost-map.
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Figure 3.22: 3 sigma error averaged across all model scales, shown for each training dataset and

three model topologies.

These results imply two factors will be critical in the implementation of an ML cost mapping

system on board any planetary rover. Firstly the model will need to be trained using DEM

models generated using the same sensor configuration and processing pipeline as the final
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rover. This will improve the performance of the resulting model and more importantly mean the

measured accuracy of the model will be more representative. The second implication is that the

nature of the terrain itself has an effect on the accuracy of the model. Any model developed

for flight will need a significantly larger training set than any used during this work, which also

contains a wider range of terrain types. Even with a large and varied training set there will be a

risk of encountering unexpected Martian areography resulting in unexpected behaviour. This

risk will need to be closely scrutinised before this system could be deployed on a flight mission.

3.6 Summary

Two standard ML models, CNNs and Encoder-Decoders, have been shown to be capable of

generating navigation cost-maps. The accuracy of the maps produced when compared with

the baseline algorithm can be controlled by varying the size of models used. Two adapted

normalisation techniques have been shown to marginally improve the training of these models.

Overall it has been shown that it is possible to generate cost-mapping data using ML within the

10% error at three sigma defined in our requirements.

A crude execution time measurement has been used to determine the relative speeds of these

models. After repeated attempts to deploy models to the LEON3 processor using existing tools,

it was determined that none of these tools were suitable. TFL and MatLab ML toolbox were

large to be deployed on this processor, while Tensorflow XLA produced implementations at a

realistic scale tool-chain incompatibilities prevented it from working. Due to these challenges

none of the cost-mapping models have been executed on a LEON3 processor at this point, so

their performance is unknown.

In addition to the practical barriers to using these deployment tools with the LEON3 platform it

has been shown that they are incompatible with the software development and V&V process

used for flight software in the space industry. Therefore even if it had been possible to use them

for performance evaluation, new tools would still have been required before these ML solutions

could be flown.

Progress has been made against the four opportunities identified at the end of Chapter 2 as

shown in Table 3.4. The question of weather ML models are capable of producing cost-maps of
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the required accuracy has been addressed. However the questions of performance and method

of integration into the flight software development process remain.

3.6.1 Future Work

Several specific opportunities to improve the ML terrain estimators presented in this chapter

have been identified. The models we evaluated can only operate on dense DEMs because there

is no mechanism for defining unknown map cells in the input. Sparse DEM are expected in

a practical implementation, especially if larger map areas are to be processed at once. Such

processing was identified as the most computationally efficient implementation of this approach.

The author feels this would be the most valuable next step in the ML aspect of this work.

Only one baseline terrain navigability algorithm has been used for training the models presented,

this is a limitation of our work. The contemporary equivalents to the GESTALT cost-mapping

algorithm are proprietary, neither of the algorithms used by Curiosity or Exomars have been

publish in any detail. A valuable future step would be getting access to more advance traversabil-

ity algorithms or enough output data and training these ML models on them. Some of these

algorithms use different input information, for example the Exomars geometric maps include

the minimum, mean, and maximum elevations within a cell as opposed to a single elevation.

Additional non-geometric information has also been proposed, visual texture for example [67].

ML would be expected to be capable of integrating these additional sources of information with

ease, but a thorough investigation is warranted.

The greatest weakness in our investigation so far is the lack of execution time measurements

on the target LEON3 processor. These radiation hardened CPUs are much less capable than

their terrestrial equivalents, and development tools are also more limited. The absence of

performance results on these targets casts a great deal of uncertainty on the feasibility of this

approach. The lack of an ML deployment system which is suitable for the flight software

development process is also a hindrance to the final roadmap we wish to present enabling the

adoption of this technology on future missions. It is for these reasons that the next step of our

work will address the challenge of automatically deploying ML models to LEON3 processors

and within the requirements of the flight software development process.
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Table 3.4: Opportunities at the end of the cost mapping investigation.

Challenge Solution

Is it possible to generate planetary rover cost-

maps using ML?

• Encoder decoder models trained using super-

vised learning have been shown to be effective.

Are ML cost-mapping models feasible to use

on radiation hardened LEON3 computers?

• Promising indications based upon GPU

performance, but no accurate measurements

have been made on the LEON3 processor.

Does a deployment process exist to implement

this model within the flight software develop-

ment process?

• Existing automated tools reviewed, none

found to be suitable, hand coded implementa-

tion only option.

New Research Opportunities Identified in this Chapter

• A tool which can deploy ML models to the LEON family of processors and work within

the requirements of the flight software development process would aid the adoption of

ML solutions in the space industry.

• Study ML cost-mapping models capable of processing sparse input data into cost-maps.

• Train ML models on a range of map types and traversability algorithms to find how

accuracy and model size is affected.



Chapter 4

TFMin Tool

4.1 Introduction

Progress of ML research like other technical disciplines is defined by the co-development

of theoretical understanding and the tools necessary to gain that understanding. Chapters

2 & 3 identified a gap in the capabilities of ML deployment tools. These tools are unable

to deploy models to the current generation of radiation hardened processors, or within the

software development process used on high value space missions. This section will describe

the development of the TFMin tool indended to fill this gap and the research tasks it facilitated.

A detailed description of the tool which was ultimately developed is presented along with use

cases of the ML deployment research conducted.

Deployment of ML models onto low power embedded computers and micro-controllers is a

recent development in the time-scale of this work (2016 - 2020) with the first open source tools

supporting this development being released in mid 2018 [116][5]. Our research started before

these tools were made public so there was no alternative to developing our own tools. The

resulting TFMin tool has now been released open-source to complement the tools provided by

ARM and Google. These three tools each provide different sets of features supporting different

areas of research and engineering..

The following sections detail the requirements and architecture of the TFMin tool, its specific

features and the research drivers behind them. References are made to particular research

73
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insights enabled by the features of this tool. Finally the computational requirements of the

cost-mapping models proposed in Chapter 3 are analysed by deploying these models to an

emulated LEON3 processor. These results are compared to our initial relative performance

indications from Chapter 3, and the impact of these numbers on the practicality of on-board ML

cost-mapping discussed.

4.2 Motivation

Interest is growing in the use of neural networks and deep-learning for on-board processing

tasks in the space industry [27]. However development has lagged behind terrestrial applications

for several reasons: Space qualified computers have significantly less processing power than

their terrestrial counterparts. Reliability requirements are more stringent than the majority of

deep-learning applications, resulting in strict V&V processes. These V&V requirements slow

the adoption of new development tools and frameworks while they are evaluated. Finally the

long requirements, design and qualification cycles of most space missions mean that the latest

technology at the outset, will be obsolete by the time the mission flies.

We present an open source tool chain that automatically deploys trained inference models from

the TF framework to a wide range of hardware targets including the LEON family of radiation

hardened processors. The ANSI C code which is generated can be deployed to the widest

possible range of hardware targets, including DSPs, micro-controllers and CPUs. Critically the

code generation approach allows existing space industry V&V practices to be applied to the

prototype code produced, avoiding the need to strictly verify the TFMin tool itself. This has

already allowed this tool to be used in low TRL ML studies in the space sector.

4.3 Architecture

Fundamentally TFMin is a python library which provides the functionality to import and manip-

ulate ML models then generate the source code of an ANSI C implementation of inference. The

deployment process is comprised of three key steps shown in Figure 4.1. First models are im-

ported either from a Tensorflow flow graph or TFlite flatbuffer and converted to tf min.Graph
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object containing a framework agnostic internal representation, Section 4.3.2. This representa-

tion is generic so that importers from other ML frameworks could be added, however this was

not necessary during our work so is left as a task for the open-source community. The graph

translation pipeline is a sequence of translators used to optimise the model and prepare it for

deployment. These translators are functions which take an input graph and set of parameters, re-

turning a modified graph. They can be as simple as removing drop-out operations automatically

or as complex as quantisation. This step is described in more detail in Section 4.3.3.

Figure 4.1: Data flow of ML model deployment using TFMin, showing the three top level

processes performed.

The final step generates C source code using a library of operation kernels. Each of these kernel

objects generates the C implementation of a class of operations. Intermediate tensors are stored

at pre-allocated locations a single contiguous memory region, the tensor arena, allowing models

to be deployed on systems that do not support dynamic memory allocation.

In addition to the standard deployment process described above, models can be deployed along-

side introspection code to analyse the generated implementation in more detail. These analyses

include per operation timing information and detailed memory access pattern visualisation and



76 Chapter 4. TFMin Tool

are described in Section 4.4.

4.3.1 Design Rquirements

From a functional perspective TFMin is primarily a tool to convert a high level representation of

a ML model into a pure C implementation of that model. However alongside this seemingly

simple task it provides a wide range of configuration options, choices of algorithms to use at

each stage, validation checks, and introspection tools. An open extensible framework enable

developers to create entirely new graph-translators 4.3.3 and op-kernels 4.3.6.

To provide a consistent and easy to use framework for researchers to design ML experiments, a

set of design philosophies was chosen to guide the development of TFMin. Several of these are

simply good coding practice but they are described here and justified in terms of their effect on

the project. These philosophies were combined with the requirements set out in Section 2.5.1,

to inform the analysis and design of this tool.

1. Simple task simple interface, always use as few API calls as as possible and keep them

simple. When writing the code for an experiment you want most of your code to describe

experiment, not many lines of boilerplate set-up and tear-down.

2. Configuration settings are always exposed and controllable. If part of an algorithm can be

controlled in a meaningful way then these configuration settings can always be inspected

and changed by calling code.

3. All errors are reported via exceptions, nothing is printed to stdout by the framework.

This produces the most meaningful error messages which can be handled by humans or

machines, and produces cleaner command line applications.

4. Verify everything, this framework is intended to be extended by the user. As such

each object will contain a function to verify its own integrity. The framework includes

complex data structures such as tensor graphs and multidimensional indexing models. If

manipulated incorrectly these structures can easily enter invalid states leading to difficult

to trace bugs. These verification functions are a valuable debugging aid to find the root of

cause of these bugs.
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5. For maximum portability the generated code will have no dependencies beyond ANSI C

built-ins. To support research on as many target devices as possible the most established

and well supported language has been chosen with no external dependencies.

6. Dynamic memory allocation is not be used by the generated code. This is forbidden by

the coding standards used in flight software in the space industry. Additionally many

terrestrial micro-controller systems do not support this functionality.

7. The code generated is tailored to be optimised by the compiler. Compilers are very good

at what they do, TFMin doesn’t make any attempt to do their job for them. Higher level

optimisation is performed by TFMin, lower level optimisation is left to the compiler.

4.3.2 Graph Representation

Core to the design of TFMin is a generic internal representation of an ML models tensor graph.

This data structure includes a complete description of an inference model including; operations,

weights, topology, inputs, and outputs. A tf min.Graph object is created using an importer

from either a Tensorflow session or TFL flatbuffer. Unlike Tensorflow sessions these Graph

objects are mutable and can be altered directly or passed through Graph-Translation objects.

Multiple Graph-Translation objects can be chained together in a manner analogous to compiler

optimisation steps. These translation pipelines allow great flexibility when optimising models

and controlling how models are deployed using TFMin. Researchers can configure existing

Graph-Translators and chain them together in different ways to deploy models or entirely new

Graph-Translators can be derived from existing ones.

Alongside information which describes a model, tf min.Graph objects also store two types of

information required for final deployment. A sequence of operations defines the execution order

of the model and pre-allocated offsets place each intermediate tensor buffer within the tensor

arena. Models do not include this information when they are initially imported but it is required

by the final code generation step, so must be generated during the graph translation pipeline

described in Section 4.3.3. Graph-Translators implementing a range of sequencing and memory

allocation algorithms are provided.
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Figure 4.2: Data structure of the three Core objects TFMin uses to represent ML models

internally. In the interests of clarity only high level attributes are shown.

4.3.3 Graph Translation Pipeline

A single Graph Translator is in essence a function which takes a Graph object as a parameter

and returns a new modified Graph object as a result. The graph translation pipeline is a sequence

of these translators and their associated parameters. A complete pipeline is a powerful way to

define how a model is optimised deployed to C code. Graph-Translators can be used to modify

a models graph itself, sequence operations, pre-allocate tensor buffers or output introspection

information without modifying the graph.

The TFMin API provides two methods to directly interact with Graph-Translators. Static

function calls are the easiest method when a graph is being manipulated directly from python

code. However Graph-Translator objects are implemented internally as functionoids [37] so

their configuration parameters are decoupled from the translation call itself. This allows Graph

Translator instances to be created, loaded, and stored as objects but also called as functions, both

these calling patters are shown in Listing 4.1. Some Graph-Translators contain other translators,

for example the operation-splitting memory optimiser uses a block-level memory optimiser

within its algorithm.
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Listing 4.1: Example GraphTranslator calling patterns.

c l a s s E x a m p l e T r a n s l a t o r ( G r a p h T r a n s l a t o r ) :
def i n i t ( s e l f , s e t t i n g s ) :

d e f a u l t s = { ’ s e t t i n g 1 ’ : 5}
super ( ) . i n i t ( s e t t i n g s , d e f a u l t s )

s e l f . t r a n s l a t o r t y p e = ’ E x a m p l e T r a n s l a t o r ’
s e l f . d e s c r i p t i o n = ” Example n u l l g raph ” \

” t r a n s l a t i o n o b j e c t . ”

def c a l l ( s e l f , i n p u t g r a p h ) :
o u t p u t g r a p h = i n p u t g r a p h . c l o n e ( )
re turn o u t p u t g r a p h

# S t a t i c c a l l i n g p a t t e r n
new graph = E x a m p l e T r a n s l a t o r . c a l l ( o l d g r a p h ,

params ={ ’ s e t t i n g 1 ’ : 10} )

# F u n c t i o n o i d c a l l i n g p a t t e r n
f n o i d t r a n s l a t o r = E x a m p l e T r a n s l a t o r ({ ’ s e t t i n g 1 ’ : 10} )
new graph = f n o i d t r a n s l a t o r ( o l d g r a p h )

Graph translation pipelines are manipulated and executed using the Pipeline object. This object

allows the complete configuration of a pipeline and all Graph-Translators within it to be loaded

and saved to Extensible Mark-up Language (XML) files. This object makes it simple to control

and record the translations and their parameters which are applied when deploying models.

Using these features of the Graph Translation pipeline, the deployment of a ML inference model

can be easily defined and recorded using XML files. Listing 4.2 shows how memory allocation

performance was analysed while deploying models using the novel DMO algorithm proposed in

Section 5.4.2. When performing high level research using the built in functions of TFMin, most

work can be done by modifying these XML files.

Listing 4.2: XML TFMin configuration describing the deployment and introspection of a
model that was used to evaluate the operation splitting memory optimisation technique on
different models.

<t f m i n>
<p i p e l i n e>
<RemoveIden t i tyOps />
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<RemoveDropOuts />
<SequenceOps e x e c u t i o n =” g r ee dy ” />
<Expor tGraph f i l e n a m e =” s e q u e n c e d g r a p h . svg ” />
<O p e r a t i o n S p l i t t i n g>
<b l o c k a l l o c a t o r>
<HeapSmartOrder o r d e r =” f o r w a r d s ” />

< / b l o c k a l l o c a t o r>
< / O p e r a t i o n S p l i t t i n g>
<Expor tGraph f i l e n a m e =” o p s p l i t g r a p h . svg ” />
<ExportMemoryLayout f i l e n a m e =” memory map . svg ” />

< / p i p e l i n e>
<code gen n a m e p r e f i x =” t e s t m o d e l ” o u t p u t b a s e =” t e s t ” />

< / t f m i n>

4.3.4 Using Graph-Translators for Introspection

An additional use of the graph translation pipeline, is for introspection when analysing deploy-

ment experiments. Graph Translators are provided which instead of modifying the graph, export

information about the graph for visualisation or processing outside of TFMin. The Graph and

Memory Visualisers, generate vector images of the Graph structure and pre-allocated buffer

pattern respectively, Figure 4.3. To emphasise parts of models, these visualisers take advantage

of the highlight attribute contained in each tensor and operation object. The highlight attribute

can be either None or a Red Green Blue (RGB) tuple. Algorithms within Graph-Translation

objects can set these attributes allowing clear visualisation of their internal workings. By placing

these visualisers at points along a deployment pipeline, detailed behaviour of the deployment

can be observed.

4.3.5 Tensor Memory Model

The memory used to hold tensor buffers is managed differently depending on of the type of

tensor, input/output, constant weights, or intermediate value. Buffers used for input and output

tensors are allocated by the calling process, allowing their memory to be allocated optimally for

the application. This could include using specific Direct Memory Access (DMA) memory banks

for the input tensors or reusing the same output tensor buffer for example. The data layout of

these tensors is defined by the imported model, which is limited to row-major or column-major
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Figure 4.3: Example of (a) memory and (b) graph visualisations generated generated after

operation-splitting optimisation, see Section 5.4.1. Operation and Tensor highlights have been

added by the algorithm to clearly identify the parts of the model’s graph which were split into

parallel chains.

by the supported input formats.

Weight tensors are provided by the imported model and these constant values are currently

built into the compiled binary by TFMin. This is one area that could be extended to support

more weight storage options. Embedded systems could store this type of data in a memory

mapped Electronically Erasable Programmable Read Only Memory (EEPROM), while larger

computers could load them from a file system or network. Weight compression schemes [83]

[61] could also be supported by custom weight exporter objects. The values of weight tensors

cannot be changed during the deployment process however their data layout can be. A common

optimisation technique changes the layout of convolution filter weights so that they are read

from sequential memory addresses by the operation code [92].

Intermediate tensors are used to hold the value transferred between a models high level op-

erations, these tensors are often only required for a fraction of the whole inference process.
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Figure 4.4: SqueezeNet intermediate buffer layout within a 6.3 MB tensor arena. Buffer

locations computed using a forwards pass of a heap algorithm.

TFMin stores these tensors in a single contiguous memory area known as the tensor arena, their

locations within this area are pre-computed during the deployment process. Figure 4.4 shows

the intermediate tensor locations for the SqueezeNet model pre-allocated using a heap approach,

the visualised scope of each buffer is used to reuse the memory of the tensor arena efficiently.

Computation of optimal intermediate tensor layouts within this tensor arena is a new area of

research, which TFMin has been designed specifically to support. This research has yielded two

new state of the art memory optimisation algorithms DMO and Operation-splitting described in

Chapter 5.

A requirement which was added to TFMin during our later research into memory optimisation,

sets it apart from both TFL and µTensor. The capability to store intermediate tensors using

non-contiguous in memory representations as well as dense row/column major representations.

This requirement was driven by research into the operation-splitting technique described in

Section 5.4.1. In this work sub tensors produced or consumed by layout operations such as split

or merge are able to use the memory space of the large tensor instead of a separate region in the

tensor arena. Figure 4.5 shows a simple split operation which requires output tensors occupy

their own areas of memory when dense memory addressing is used. Whereas if non-contiguous
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memory indexing is used, input tensor memory can be re-used without copying any data. In this

case the split operation disappears entirely.

Figure 4.5: Example of tensor-buffer reuse which is made possible by non-contiguous memory

addressing.

Row major, column major and non-contiguous layouts are in essence functions which convert a

multi-dimensional address into a flat one dimensional address. Equations 4.1 and 4.2 define these

functions for N dimensional tensors using row and column major layout schemes respectively.

Index = iN−1 +DN−1(iN−2 +DN−2(iN−3 +DN−3(. . .+D1i0) . . .))) (4.1)

Index = i0 +D0(i1 +D1(i2 +D2(. . .+ (DN−2iN−1)) . . .)) (4.2)

Where N is the rank of tensor being indexed, i0...iN−1 are the indices within each dimension,

and D0...DN−1 are the sizes of the tensor in each dimension.

The indexing function for non-contiguous layouts is shown in Equation 4.3 whereC is a constant

defining the offset of the first element from the start of the tensors memory and S0 . . . SN−1 are

the index strides between adjacent slices of each dimension. Mathematically C is not strictly
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required, however non-contiguous arrays can index backwards and it is good practice to avoid

negative indices.

Index = i0S0 + i1S1 + i2S3 + . . .+ iN−1SN−1 + C (4.3)

Expanding the row and column indexing Equations 4.1 and 4.2 gives Equations 4.4 and 4.5. It

can be seen that the non-contiguous indexing Equation 4.3 can generalise all indexing schemes

by defining the strides as the products of the relevant sets of dimensions. This reasoning is

behind the choice to describe all tensor layouts within TFMin with an object which describes

non-contiguous array indexing, this object contains two functions which detect the two special

cases of row and column major ordering.

Index = i0(D1 ·D2 · . . . ·DN−1) + . . .+ iN−2(DN−2) + iN−1 (4.4)

Index = i0 + i1(D0) + i2(D0 ·D1) + . . .+ iN−1(D0 ·D1 · . . . ·DN−2) (4.5)

There are several drawbacks of non-contiguous array representations which is why they are not

used in high performance applications. They often force sequential read and write operations to

occur on non-sequential memory addresses which is detrimental to cache performance. They

also make the implementations of optimal tensor operations more complex to write. Both of

these drawbacks are mitigated in TFMin because it is a code generator, this gives it complete

control of how tensors are represented and the versions of operation kernels which generate the

code which implements each operation.

4.3.6 Operation Kernels

At the core of TFMin is the generation of tensor operations in C code, this functionality is

contained within a set of Operation-Kernel objects. Each tensor operation is supported by a

matching Operation-Kernel. During the final code generation step operations are processed

sequentially and appropriate Operation-Kernels found and invoked to produce the C source.
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Listing 4.3: TFMin generated implementation of two layer dense model.
void model ( void ∗ t e n s o r a r e n a ,

f l o a t ∗ c o n s t p i n p u t x i n p u t 0 ,
f l o a t ∗ p L a y e r 2 a c t i v a t i o n 0 ) {

/∗ MatMul op ( Layer1 / Wx p lus b / MatMul ) ∗ /
{

c o n s t f l o a t ∗ i n p u t 0 = p i n p u t x i n p u t 0 ;
c o n s t f l o a t ∗ i n p u t 1 = ( f l o a t ∗ ) L a y e r 1 w e i g h t s V a r i a b l e 0 ;
c o n s t f l o a t ∗ i n p u t 2 = ( f l o a t ∗ ) L a y e r 1 b i a s e s V a r i a b l e 0 ;
f l o a t ∗ o u t p u t 0 = ( f l o a t ∗ ) t e n s o r a r e n a + 0 ;
f o r ( i n t b = 0 ; b < 1 ; ++b ) {

f o r ( i n t o u t c = 0 ; o u t c < 300 ; ++ o u t c ) {
f l o a t v a l u e = 0 . 0 f ;
f o r ( i n t d = 0 ; d < 784 ; ++d ) {

f l o a t i n p u t V a l = i n p u t 0 [ ( b ∗ 784) + d ] ;
f l o a t weigh tVa l = i n p u t 1 [ o u t c + (300 ∗ d ) ] ;
v a l u e += i n p u t V a l ∗ weigh tVa l ;

}
/ / Add B ias
v a l u e += i n p u t 2 [ o u t c ] ;
/ / f u s e d a c t i v a t i o n f u n c t i o n
/ / Re lu
i f ( v a l u e < 0 . 0 f ) v a l u e = 0 . 0 f ;
o u t p u t 0 [ o u t c + (300 ∗ b ) ] = v a l u e ;

}
}

}
/∗ MatMul op ( Layer2 / Wx p lus b / MatMul ) ∗ /
{

c o n s t f l o a t ∗ i n p u t 0 = ( f l o a t ∗ ) t e n s o r a r e n a + 0 ;
c o n s t f l o a t ∗ i n p u t 1 = ( f l o a t ∗ ) L a y e r 2 w e i g h t s V a r i a b l e 0 ;
c o n s t f l o a t ∗ i n p u t 2 = ( f l o a t ∗ ) L a y e r 2 b i a s e s V a r i a b l e 0 ;
f l o a t ∗ o u t p u t 0 = p L a y e r 2 a c t i v a t i o n 0 ;
f o r ( i n t b = 0 ; b < 1 ; ++b ) {

f o r ( i n t o u t c = 0 ; o u t c < 1 0 ; ++ o u t c ) {
f l o a t v a l u e = 0 . 0 f ;
f o r ( i n t d = 0 ; d < 300 ; ++d ) {

f l o a t i n p u t V a l = i n p u t 0 [ ( b ∗ 300) + d ] ;
f l o a t weigh tVa l = i n p u t 1 [ o u t c + (10 ∗ d ) ] ;
v a l u e += i n p u t V a l ∗ weigh tVa l ;

}
/ / Add B ias
v a l u e += i n p u t 2 [ o u t c ] ;
/ / f u s e d a c t i v a t i o n f u n c t i o n
/ / None
o u t p u t 0 [ o u t c + (10 ∗ b ) ] = v a l u e ;

}
}

}
}
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Listing 4.3 shows the code produced for a simple two layer fully connected model. The sizes

and layouts of tensors are static, so their locations can be encoded within each operation. The

resulting model function is a set of code blocks for each operation which only interconnect

via the tensor arena and input/output buffers. These code blocks avoid conflicts between the

identifiers of different layers. An advantage of the code generation approach is that the sizes and

parameters of layers are compile-time constants, enabling further compiler optimisation. This

would not be possible if a library of tensor operations were being used. The downside of this

approach is that large models result in large binaries being generated. Investigating the trade-off

between binary size and execution speed is a potential future area of research.

The common Operation-Kernel interface allows kernels to define a set of tag strings describing

any special capabilities they have. For example the authors have developed two Operation-

Kernels optimised for the LEON3 using the MAC instruction supported by the processor. The

assembly statements generated by these kernels will not build on other targets, so they are tagged

for the ”LEON3”. When a model is deployed the ”LEON3” tag can be specified which will

select these custom Operation-Kernels where possible while falling back to the standard kernels

for most operations.

The set of Operation Kernels objects can be used for more than just their primary purpose

of generating code. They are a link between the theoretical operations within Graph objects

and their ultimate implementation on hardware. This link is exploited by the DMO memory

optimiser which overlaps the input and output buffers of operations. The extent by which these

buffers can be safely overlapped is defined by the final layer implementation deployed. This

memory optimiser uses the Operation Kernel system along with the mutable nature of python

objects to add functions into kernels which calculate the safe overlap for a given operation.

4.3.7 Memory Optimisation

Reducing the RAM required to perform ML inference on small hardware targets has been

the aim of much of the research performed using TFMin to date. As described earlier all

intermediate tensor values are stored in a contiguous memory area known as the tensor arena.
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Before the final code generation step the location and data-layout of all intermediate tensors

within the tensor arena must be defined. A set of Graph-Translators are provided by TFMin

which encapsulate the novel memory optimisation algorithms produced during my research as

well as pre-existing algorithms.

The simplest class of memory optimisers are block-level algorithms, such as the heap allocator

used to pre-allocate the tensors buffers for SqueezeNet shown in Figure 4.4. These optimisers

take a sequenced graph and use the known sizes and scopes of each intermediate buffer to place

them within the tensor arena. The locations of these tensor buffers are chosen to minimise

the total size of the tensor arena. At first glance this sounds like a simple task, but on closer

inspection it is NP-Hard [95].

There are similarities between this task and the well studied register allocation problem [87].

Both are concerned with the minimisation of intermediate storage required to evaluate a com-

putation graph. Registers however are fixed size atomic entities, whereas the tensors used in

ML graphs are variable sized objects which can be represented in different ways and divided

into parts. Within the register allocation problem the cost of re-computing a value is often less

than temporarily storing it in memory. This means that re-computation is common technique

used to make optimal use of available registers. However the cost of re-computing full tensors

is prohibitive on the low power CPUs this work focusses on. These differences mean that

the existing algorithms which solve the register allocation problem are not applicable to the

reduction of acram used for ML inference.

One of the mathematical tools used in the register allocation problem does find some applica-

tion to this problem though. The Strahler number [39] of a computation graph can be used to

determine the minimum number of registers needed to complete the computation without any

re-computations. However this is only applicable to models whose computation graphs take the

form of trees, which is rare for current state of the art models. In the memory optimisation task

the Strahler number of a tensor tree determines the minimum number of intermediate tensors

which are needed at any one time. However since intermediate tensors have different sizes,

reaching this number does not guarantee optimality

Looking closely at the SqueezeNet buffer layout shown in Figure 4.4 it can be seen that the heap

allocator has not produced an optimal layout. Figure 4.6 shows how this could be optimised
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further, heuristic algorithms are able to improve results but will always be limited by a lower-

bound limiting how small the tensor arena can be. For block level optimisers this lower bound

is the largest sum of buffer sizes whose scopes overlap. In the example shown in Figure 4.6 it

can be seen that this lower bound has been reached, all three tensors buffer which were shifted

left need to be in memory at the same time. So the smallest tensor arena size possible is the

combined size of these three buffers.
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Figure 4.6: SqueezeNet intermediate buffer layout, showing how the layout generated using a

heap algotithm shown in Figure4.4, can be further optimised to use less memory.

This limitation can be surpassed by the next two classes of memory optimiser. Graph-level

optimisers alter the tensor operation graph itself or the sequencing of operations in order to

improve the result produced by a block-level optimiser. A simple example would be a eager/lazy

sequencer which tests the peak memory in each case and chooses the best. A more complex

example would be the operation-splitting optimiser described in Section 5.4.1.

Finally memory-access-level optimisers analyse the precise memory access patterns of each

tensor operation attempting to overlap the buffers of the inputs and outputs of single operations.

DMO described in Section 5.4.2 is currently the only example of such an algorithm the author

is aware of. Chapter 5 discusses the details of these algorithms in more detail.
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4.4 Analysing Deployed Models

As would be expected of a research support tool TFMin can produce a wide range of observations

of both the generated inference model and the deployment process that led to them. These include

simple metrics such as the size of models weights, RAM requirement and per layer execution

time measurement. More complex introspections are available to observe the behaviour and

results of memory pre-allocation algorithms and detailed memory use of final deployed binaries.

A Verification tools is included which compares the output of a deployed model to the output of

its original implementation in Tensorflow. These tools and examples of the observations they

produce are described in the following sections.

4.4.1 Memory Requirements Analysis

When an inference model is deployed the size of the tensor arena is a single scalar, which is a

measure of the efficiency of its memory use. There is little analysis which can be done on this

single number, beyond comparing different optimisation algorithms. However to understand

the processes that led to a deployed model having a particular tensor arena size it is useful to

visualise the pattern in which intermediate tensor buffers have been allocated. This analysis can

be performed by inspecting the buffer pre-allocation pattern as it is generated and refined during

the deployment.

This introspection can be generated using the memory visualisation graph translator as described

in Section 4.3.3, the default behaviour of this visualiser highlights the buffers which directly

define the tensor arena size, Figure 4.7. This visualisation is particularly useful for complex

memory optimisers such as operation-splitting, Section 5.4.1, where block level optimisers are

repeatedly executed on modified graphs searching for the most optimal solution.

It is interesting to note that many times during our research into memory optimisation algorithms

when the resulting buffer allocation patterns have been observed, potential improvements have

been clearly visible. This is testament to both the mathematical complexity of the problem

and humans innate skill at solving packing problems. The pattern shown in Figure 4.7 can be

improved by swapping the order of buffers 1 and 2 in the memory dimension, this is one of

many optimisations which could be made in this case.
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Figure 4.7: Pre-allocation pattern for a deployment of the Inception Resnet V2 model. Buffers

which define the tensor arena size are highlighted in blue.

4.4.2 Detailed Memory Access Analysis

During our research into the memory use patterns of deployed ML models and available

optimisation techniques, the exact pattern of memory accesses issued by a compiled inference

model needed to be observed. After searching for any such tools none were found that could

extract the information needed. This section gives a technical overview of the Visual Memory

Tracer [24] tool that was built and how it is used by TFMin to perform introspection on compiled

ML inference operations.

Our goal was to determine which areas of memory were holding values used by the computation

and which were not as a model was executed. To gain this information is was necessary to

observe the pattern of load and store instructions issued by an executed model, then analyse

which regions of memory were in use as inference progressed. Memory access events needed to

be recorded in a theoretical 2D time/address space and aggregated to a lower resolution in both

dimensions. Even medium sized ML models will issue hundreds of millions of load and store

instruction.

It should be noted that this memory use pattern can also be found by analysing tensor operation

source code directly. This approach was used during later research into efficiently implementing
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automatic DMO in Section 5.4.3. However during earlier stages of this research the memory

use of models deployed using a range of tools was investigated, TFLµ, µTensor, and TFMin. It

was simpler to use a single tool to analyse executed binaries than hand analyse a large number

of tensor operation implementations. There was also the risk of mistakes in manual analysis of

unfamiliar code impacting the validity of research conclusions. This risk does not exist when

directly observing the behaviour of a compiled binary.

Building a Memory Tracer Using Valgrind Lackey

Valgrind [111] is a powerful suite of debugging tools which aids the discovery memory leaks

and other memory related bugs, it contains a simple tool called ‘Lakey’ which prints the address

and type of every memory access operation issued by the binary on test to the standard out

stream. This output provides all the necessary information to produce the aggregated memory

trace required, it does however produce huge amounts of raw data. Initially a tool was written to

process this raw stream of memory events into a useful visualisation of memory use, this tool

later evolved into the stand-alone VMT tool.

The first version of this tool recorded the memory accesses for the whole duration of execution

but only the memory space used for tensor operations, the tensor arena. This requires the binary

on test to pass the address and size of the tensor arena to the memory tracer tool, while analysis

is in progress. A linux First In First Out (FIFO) is used to communicate between these two

processes. Three binaries are executed for each analysis performed using the Visual Memory

Tracer, the connections between them are shown in Figure 4.8. A client library is provided by

VMT to encapsulate the required communication between the binary on test and the tracer tool,

this handles management of the FIFO and provides a clean interface for the developer.

The raw output from the lakey tool describes every load, store, or modify instruction, it is possible

to decimate these events into fewer aggregated events. However the meaning of this aggregated

data needs to be carefully defined. This decimation groups all memory access instructions which

address a region of memory for a period of time into a single read/write/modify event. A read

event is defined as any set of memory accesses where an address is read from before that exact

address has been written to. A write event is defined as any set with at least one write or modify

access, if both these statements are true then the set is aggregated to a modify event.
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Figure 4.8: Information flow diagram of a binary being traced by the Visual Memory Tracer.

The array of aggregated read/write/modify events recorded by the Visual Memory Tracer are

used to identify areas of time/memory space which are not used. Defined as areas which are

either not read from in the future or are written to in the future before being read later. This was

the critical information needed during our research because these unused areas indicate where

there is potential to use memory more efficiently, Figure 4.9.

It is important to note that this aggregated data will be meaningless if the pattern of memory

access being observed has details smaller than the resolution used. The ML models analysed

are made of tensor operations which access large buffers often taking millions of instructions

to execute. So as long as the resolution of the data in time and memory is high enough to

clearly represent the areas of time/memory space an operation occupies then the results will be

meaningful.

Figure 5.6,a in Section 5.4.2 shows a trace plot of inference performed with the MobileNet v1

model. Here the white (unused) and grey (used) areas of time/memory space clearly indicate

there is scope to used memory more efficiently. This research insight was the key which led

to the creation of the DMO technique which can be used to significantly reduce the memory

requirement of inference using ML.
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TFMin integration with the Visual Memory Tracer

The current version of the Visual Memory Tracer tool which I have made available on GitHub

supports signalling the start and end of events by the binary on test. TFMin can now automati-

cally add the VMT client library and code needed to trace any model using this tool, including

highlighting the scope of each operation in time and the location of pre-allocated buffers in

time/memory space. This feature allows the detailed observation of the memory use pattern of

deployed models as shown in Figure 4.9.

4.4.3 Analysing the Output of Generated Implementations

Alongside code generation, TFMin provides a set of tools to evaluate the performance of

generated model implementations. These tools use the capability to generate, build, execute, and

test ANSI C implementations encapsulated within the GraphEvaluator object. The capability

to feed test data through a deployed model using python calls can be used for a range of different

tests, analyses, and even model re-training. The simplest analysis builds and runs a model while

measuring the execution time of each layer. Full analyses run the deployed model feeding test

data through it and comparing the output to another version of the model, this can be either a

different TFMin implementation or from a different framework entirely such as Tensorflow.

Unit Testing

During the development of TFMin as with all good software it was necessary to build a suite

of tests to validate the code as it is built and maintained. These tests include unit-tests of the

OpKernels which generate c implementations of individual layers. To validate a code generator

it is necessary to validate the generated code. This is performed by comparing the output of the

deployed model to the output of the same model executed in the Tensorflow framework.

In the case of floating point operations determining if these tests are passed or not is non-trivial

and upon closer inspection it is revealed that we are interested in two different types of failure.

The first type of failure is a simple bug in the implementation causing gross errors in the output.

The second type of failure is more subtle, changes in the numerical instability of layers causing

a model implementation to perform below the accuracy achieved during training.



94 Chapter 4. TFMin Tool

Figure 4.9: Full memory trace of a DMO optimised deployment of Mobile Net using TFMin.

High resolution images are produced by VMT to better capture the fine detail of the memory

trace. These do not work well in print, so zoomed areas are provided to reveal the details of the

tensor operations.

Unlike atomic scalar Floating Point Operation (FLOP)s, tensor operations are compound oper-

ations made up of many FLOPs and there are different mathematically valid orderings which

nonetheless produce different results due to floating point rounding errors. Implementations

using faster MAC instructions will be rounded differently to implementations using atomic

multiplication and addition instructions [151]. Dense layers require the summation of large

numbers of floating point values, the particular implementation of this summation can have

a significant effect on the numerical stability of its output. [68]. This second type of failure
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is characterised by the same model with the same weights and same input data producing

meaningfully different output when executed by two different implementations.

It is debatable if failures due to increased numerical stability should be unit-test failures or not,

given that machine learning is a branch of inexact computing. In the case of TFMin it was

decided that these problems are not checked during unit-testing, but would instead be addressed

using model re-training as described in Section 4.4.3.

Model Re-Training

It has been discussed that the low level implementation of floating point models can effect

the accuracy of inference. There are a wide range of potential causes of these differences.

The numerical instability of the algorithms used can alter the precision of layer outputs, any

change from the algorithm which was used during training can negatively effect inference

accuracy. Both increases or decreases in numerical stability can cause these problems, since it is

the difference in the algorithms used for training and inference which introduces the change.

Compilers and hardware can also introduce these problems even when layer code is identical.

Certain embedded Floating Point Unit (FPU)s do not adhere to the Institute of Electrical and

Electronics Engineers (IEEE) 754 standard, for example the LEON3 FPU does not support

sub-normal numbers instead rounding these values to zero. While compiler optimisations such

GNU Compiler Collection (GCC)s -Ofast enable un-safe floating point simplifications, allowing

the compiler to re-order FLOPS in ways which can alter numerical instability.

These causes all produce differences in the final output of a model, which will be larger the

more layers a model has due to accumulation of errors. Although it is theoretically possible to

produce an implementation with exactly the same numerical stability as another, often these

changes are caused by desirable optimisations.

It is proposed that a re-training step which uses the output of a deployed model could reverse

the reduction in model accuracy. Time has not permitted this technique to be invested during

this work, so it is recommended as a future area of study.
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Verifying the Correctness of Graph Translators

TFMin has been used to study two complex memory optimisation techniques, both Operation-

Splitting (Section 5.4.1) and DMO (Section 5.4.2) make low level changes to the way a model is

executed. In the case of both optimisers implementation bugs or flaws in the underlying theory

would result in inference implementations which do not correctly execute the model.

Verification that these algorithms were not mathematically altering the model, was performed

using TFMin to compare the results of the original and optimised models. In this case no

difference in numerical stability is expected since identical layer code and compilers were used,

so these models were expected to produce identical results. The DeploymentComparison

object performs this check using just three lines of code as shown in Listing 4.4. First the object

is instantiated with both input graphs, then each model is deployed and executed with identical

test data. The Results object produced includes the complete results of each deployment, but

in this case only the max error() method is needed to check if they are equal.

Listing 4.4: Example verification which tests to graphs produce identical results.

t e s t = DeploymentComparison ( g raph a , g raph b , c f l a g s = ’−O3 ’ )
r e s u l t s = t e s t . e x e c u t e ( t e s t i n p u t l i s t )
i f r e s u l t s . m a x e r r o r ( ) == 0 :

p r i n t ( ’ Graphs A and B produced i d e n t i c a l r e s u l t s ’ )
e l s e :

p r i n t ( ’ Graphs A and B produced d i f f e r e n t r e s u l t s ’ )

Simple tests such as these are used in the unit-tests of all GraphTranslator objects as well as

during our research into the memory optimisation techniques described in Chapter 5.

4.5 Use Cases

The following three use cases describe how TFMin has facilitated our research during this PhD.
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4.5.1 Layer Implementation Performance Analysis

During our early research deploying ML models onto the LEON3 processor, the first release of

TFMin was used to compare the performance of a range of models on the LEON3 processor and

a native Intel i7 processor. This version of TFMin produced C++ 11 code which depended on the

Eigen Linear Algebra library [57]. This work was presented at the 13th Adaptive Hardware and

Systems conference [22]. Five different ML terrain assessment models were analysed, Figure

4.10, in terms of their execution time on a 50 MHz LEON3 processor.

Figure 4.10: The five terrain assessment models analysed in [22], convolution layers shown in

yellow and fully-connected layers shown in blue. Filter/weight sizes indicated under each layer.

TFMin facilitated this work by automating the deployment and performance analysis of models

from the same python code which was responsible for building and training the models. Allowing

more time to be spent tuning models and hyper-parameters.

4.5.2 Memory Optimisation

The analysis of novel memory optimisation techniques described in Chapter 5, required de-

ployment features not supported by other Edge ML frameworks. Operation-splitting required

that tensors support non-contiguous memory indexing while DMO required that the memory

pre-allocation step is aware of the exact implementations used to execute each layer of the model.
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Both techniques required that the locations of intermediate tensor buffers were pre-allocated

during deployment.

The Operation-splitting memory optimisation technique was implemented in TFMin by a custom

GraphTranslator object. This translator alters the tensor graph of the model being optimised,

Section 5.4.1. As well as requiring non-contiguous indexing the implementation and testing of

Operation-splitting made use of the self-validation features of the TFMin framework.

The Operation-splitting technique alters a graph in such a way that a second downstream

block level memory optimiser produces a better result than it would have done on the original

graph. Therefore to analyse the performance of Operation-splitting it needs to be performed in

combination with a range of conventional memory optimisers. Using TFMin it was possible to

evaluate its performance on 23 different models using four block level optimisers in a matter of

minutes.

Experiments demonstrating the effectiveness of DMO required less code than Operation-splitting

but affected more disparate parts of the TFMin code-base. DMO is essentially a block level

optimiser which is aware of the safe overlap between the input and output buffers of each opera-

tion. The size of this overlap depends on the operation type, parameters, and implementation

used to compute it. For this reason the overlap computation was added to selected Op-kernels

ensuring it was tightly coupled to the layer implementations themselves. Existing block level

optimisers available in TFMin were extended to use this safe overlap information to produce the

final DMO memory pre-allocations.

Unlike Operation-splitting DMO required a small extension to the architecture of TFMin, but it

was cleanly implemented in the framework. Built in analysis and verification tools were used

to confirm that the computed buffer overlaps were indeed safe. Introspection tools produced

memory use plots such as Figure 5.6 which visualised the denser and more efficient and dense

use of memory this technique achieves.

4.5.3 Computationl Requirements of Cost-Mapping Models

During the study of terrain assessment models proposed in Chapter 3 a crude and non-representative

performance metric was used. Now that a deployment tool is available which can deploy and
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analyse these models on the LEON family of processors more precise and representative results

can be collected. This analysis was performed using a customised version of TFMin which is

able to cross compile and remotely execute models.

The deployment analysis tools described in Section 4.4 were extended by the development of a

custom LeonRunner object, which builds and executes models on emulated or actual LEON

processors. In our experiments models were built using the Gaisler LEON cross compiler and

executed using the GRMON debugger, which uploaded and executes binaries on a GR-CPCI-

GR740 Quad-Core LEON4FT [51] Development Board. Close integration allowed experiments

and analysis to be run directly from the python environment even though deployed models were

running on an external processor with a different architecture.

As well as the creation of a custom LeonRunner object a new GraphTranslator object was

required. As mentioned the LEON3 FPU does not support sub-normal values, it never produces

these values however if they are loaded to an FPU register an exception is thrown. To avoid this

error a SubNormalF ilter object was created which rounds sub-normal float weights to zero

or the smallest normal floating point value.

Our experimental use case demonstrates the utility of TFMin as a framework. Two new objects

were derived from existing TFMin objects which extended the functionality of TFMin to analyse

models on an external non-native target. It is worth noting that the byte order of the LEON3 is

different to our desktop Intel computer, the switch to big-endian storage is handles automatically

by the TFMin. This experimental set-up was used to produce the performance and accuracy

results presented in Section 4.5.3. This extension to TFMin tool is owned by Airbus and is

currently being developed into a commercial aerospace version of the tool.

Execution Time of Cost-Mapping Models

As expected inferences times on the LEON3 processor were significantly longer than those on a

desktop GPU platform. Execution times were in the region of one thousand times longer which

was not unexpected, however the relationship between model scale and execution time was also

different. The GPU execution times in Figure 4.11 have an approximately linear relationship

with model scale. There is also an offset of 2 milliseconds assumed to be an overhead of the

TF framework. Execution times of the bare-bones implementation on a LEON3 processor
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with FPU, and clocked at 200 MHz on the other hand are non-linear with no significant offset.

This is what would be expected of a more accurate execution time measurement. There is no

library start up overhead in the code generated by TFMin which is reflected in these timing

results. The execution time of models at different scales follows a similar curve to the number of

MAC operations in the model, Figure 4.12, which what would be expected of a single threaded

implementation.
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Figure 4.11: Inference execution time results of the EncDec-A model. Desktop GPU results

shown in milliseconds on the left and single core 200 MHz LEON3 results shown in seconds on

the right.

0 20 40 60 80 100

Model Scale (%)

0.0

2.0 M

4.0 M

6.0 M

8.0 M

10.0 M

12.0 M

14.0 M

16.0 M

18.0 M

M
A

C
 O

p
e
ra

ti
o
n
s
 i
n
 M

o
d
e
l

EncDec-A MACs

0 20 40 60 80 100

Model Scale (%)

0

2

4

6

8

10

12

14

16

E
x
e
c
u
ti

o
n
 T

im
e
 (

S
e
c
o
n
d
s
)

EncDec-A LEON Performance

Figure 4.12: MAC operation count of the EncDec-A model compared to the execution time of

this model on a LEON3.

Using the TFMin tool inference execution time results were collected for all scales of the

cost-mapping models proposed in Chapter 3. These results were quicker to generate because the

bare-bones LEON3 is completely deterministic, therefore models only needed to be executed
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once. Unlike the desktop environment where the median of a large number of executions were

taken to remove non-deterministic delays caused by the OS and other processes.
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Figure 4.13: Inference execution time results of all cost-mapping models. Desktop GPU results

shown on the left and single core 200 MHz LEON3 results shown on the right.

Figure 4.13 compares the performance, measured in Cell.S−1, of all twelve proposed cost-

mapping models. The relative speeds of models were estimated to a certain degree by the GPU

timing results, but that was as far as their usefulness extended. When compared to the real

performance results on the LEON3 processor we see that the scale of the model actually has

far more impact than previously measured. We hypothesise that the cause of this difference is

the nature of the performance bottle neck of these two different computing systems. A single

core LEON3 implementation will be performance limited by either the FPU throughput or the

speed of accessing memory, both of which are linearly related to the model MAC count. The

Nvidia GTX-1070 GPU has 1920 Compute Unified Device Architecture (CUDA) cores so its

performance will not be bottle necked by the number of MAC operations but by the overheads

of setting up each tensor operation. Limitations of using a GPU implementation to time these

models were expected and motivated the development of the TFMin tool.

Now that the true impact of model scaling on execution is known, the benefit of reducing

the size of a cost-mapping model can be seen to have an effect of a comparable magnitude

to increasing the number of cells produced in a single pass. The performance improvement

between the Encoder-Decoder models F and X is approximately one order of magnitude, while

the performance improvement between a full scale model and a 5% scale model is approximately

three orders of magnitude across all models. This is an important finding because it implies that

if the estimation errors of smaller models can be reduced below the requirement threshold then
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a significant improvement in execution speed will result.
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Figure 4.14: Accuracies of all models with the Encoder-Decoder model X highlighted shown in

comparison to the performance of all models on a single core 200 MHz LEON3.

For example if there was a hypothetical error requirement of 8% at 3 sigma instead of our

actual requirement of 10% at 3 sigma. Applying these to the highest performing model Encoder-

Decoder X, Figure 4.14, results in a model scale of 0.65 satisfying our actual requirement,

and a scale of 0.35 satisfying the hypothetical requirement. The performance of EncDec-X at

these scales is 1783 and 7984 cells per second respectively, the latter having 348% increase

over the former. More critically it is the difference between meeting the 2405 cells per second

requirement or not.

Memory Requirements of Cost-Mapping Models

Alongside the execution time measurements discussed in Section 4.5.3 TFMin also produced

precise RAM requirements for each model. TFMin stores all intermediate tensor buffers in a

single pre-allocated memory space, therefore the memory requirement for a model is constant

and known before it is compiled. Table 4.1 shows this RAM requirement alongside the weights

storage requirement for each of the models proposed in Chapter 3.

It can be seen that the larger more efficient models require significantly more memory for both

weights storage and to execute inference. The challenge presented by the weights of ML models

has been a focus for the research community for some time. Model quantisation techniques are

well established and benefit execution time, RAM requirement as well as the storage required

for weights. Model pruning techniques identify and remove weights which do not contribute
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meaningfully to output estimates, such as AutoML for Model Compression (AMC) proposed

by Han et. al. [65]. Low-rank approximation is another family of techniques which attempt to

compress a models weights by exploiting redundancy across dimensions, such as Jaderberg et.al.

[79]. Techniques such as these as well as methods to reduce the amount of memory required by

intermediate buffers will be especially beneficial to the larger and more efficient cost-mapping

models, proposed.

Table 4.1: Memory requirements of proposed cost-mapping models.

Model Weights Storage RAM Required

Cnn-A 1120 KB 294 KB

Cnn-B 6350 KB 294 KB

Cnn-C 1631 KB 204 KB

Cnn-D 7910 KB 74 KB

Cnn-E 263 KB 93 KB

EncDec-A 9938 KB 428 KB

EncDec-B 13 MB 587 KB

EncDec-C 17 MB 979 KB

EncDec-D 3150 KB 428 KB

EncDec-E 5715 KB 587 KB

EncDec-F 9292 KB 979 KB

EncDec-X 24 MB 1462 KB

4.6 Summary

A new tool has been demonstrated which enables researchers and developers to easily manipulate

and deploy ML models on a wide range of targets. Ranging from industry standard radiation

hardened processors used on deep-space missions to low cost micro-controllers used in terrestrial

IoT applications.

Initially being developed to automatically deploy ML models to the LEON3 processor when no

other options were available, it now stands as one of three powerful open-source frameworks

made available by Google [116], ARM [5], and Surrey Space Centre (SSC) & Airbus [23].

TFMin has been used to deploy ML models to the LEON3 & LEON4 radiation hardened
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processors, ARM Cortex M series micro-controllers as well as desktop platforms. The ANSI C

code generated is the language most widely supported by embedded CPU & DSP targets, since

TFMin code requires no support libraries it generates the most portable implementations of all

Edge ML frameworks.

Alongside this fundamental capability to deploy ML models TFMin provides an open extensible

framework designed to facilitate experimentation into the science of ML inference on low

power embedded devices. Powerful introspection functions are provided along with validation

and verification tools supporting the development of graph mutation algorithms, memory

pre-allocation algorithms, and other as yet unknown techniques. It has supported published

research into the use of ML for terrain assessment on-board planetary rovers and novel memory

optimisation techniques which could be applied to inference in any application domain.

This tool has been instrumental in facilitating my our research and is currently being used by

Airbus to investigate deep-learning on-board future spacecraft. It is hoped that the open source

release of this tool [23] will broaden its user base and impact within the ML research community.

Alongside the open-source version of TFMin Airbus have ownership of the LEON3 & LEON4

features built during my research and are looking to commercially develop this product to

support on-board ML development in the space sector.

Opportunities and Progress

New Research Opportunities Identified in this Chapter

• Development and verification of ML layer implementations optimised for the LEON

family of radiation hardned CPUs.

• Investigate opportunities to reduce memory footprint of deployed models.

• Investigation into the effects of model binary size bloat on execution time.

• Investigate the effects of operation numerical stability on model accuracy.
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Table 4.2: Opportunities at the end of the cost mapping investigation.

Challenge Solution

Is it possible to generate planetary rover cost-

maps using ML?

• Encoder decoder models trained using super-

vised learning have been shown to be effective.

Are ML cost-mapping models feasible to use

on radiation hardened LEON3 computers?

• Execution time has been quantified on repre-

sentative hardware, and found to meet the 20

second requirement from Airbus.

• The RAM requirements of higher perform-

ing models are problematic for on-board soft-

ware.

Does a deployment process exist to implement

this model within the flight software develop-

ment process?

• The TFMin tool has been developed and

released which generates prototype ANSI C

code suitable for the flight software develop-

ment process.
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Chapter 5

Memory Optimisation

5.1 Introduction

Limited processing power on smaller terrestrial CPUs is a hindrance when running ML models,

but if longer execution time is acceptable then inference can still be performed. The amount of

RAM however places a hard limit on the size of models which can be executed. If intermediate

tensor buffers do not fit in the memory available on a target, there is no straightforward

method to be able to execute the model. Meanwhile the memory constraints on radiation

hardened computers used in space are also tight, on-board functionality must be maximised

while maintaining strict resource margins.

Taking a small optimised model as an example (MobileNet v1.0 0.25 128 quantised to 8 bits [72])

when inference is being performed with this model the second 2D convolution operation requires

32 KB input and 64 KB output buffers. This operation defines the peak RAM requirement for

this model at 96 KB as can be seen in the intermediate buffer allocation pattern shown in Figure

5.1. Figures of this type will be used several times in this chapter, they visualise intermediate

tensor buffers in both memory location and scope, where location within memory is shown on

the x-axis and scope (first use to final use) is shown on the y-axis. Both TFMin [22] and TFLµ

[116] use a monolithic fixed size memory region known as the tensor arena to hold intermediate

buffers. At the start of this work both TFMin and TFLµ used a heap allocation strategy to place

tensor buffers in memory, TFMin performed this at compile time whereas TFLµ performed this

at runtime.

107
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Existing and proposed memory optimisation strategies for edge ML implementations are dis-

cussed in section 5.3 & 5.4, with particular reference to their novelty or similarity to techniques

from other disciplines. Model compression techniques are described and their effectiveness

at reducing RAM use discussed. It is shown that these techniques are complimentary, and

indeed must be used together to achieve state-of-the-art reductions in RAM use. Existing work

discussing the effect of different graph-sequencing algorithms on memory use is reviewed,

and the potential memory savings analysed. In memory tensor representation approaches are

discussed and their effect on the implementation of layout operations, this architectural decision

is shown to significantly affect peak memory requirement.

Two novel techniques are presented that can reduce the amount of RAM required to perform

inference, operation splitting, and DMO. Operation splitting is a graph level algorithm which

breaks chains of large tensor operations into multiple parallel chains. These parallel chains can

be executed in series using less RAM at the cost of a small increase in execution time. DMO

works by determining a safe overlap between the input and output buffers of an operation, and

uses this information to pre-allocate intermediate buffers more densely than current methods.

Unlike operation splitting DMO has no execution time penalty.

The following sections discuss Operation Splitting and DMO in detail, including their theoretical

basis and practical application. Experiments are conducted using a set of well known DL

models comparing the memory requirements of the optimised models to existing state of the art

implementations. It is shown that Operation Splitting can be used to reduce the peak memory

requirement of MobileNet v2 by 73% while DMO can be used to reduce the peak memory

requrement of MobileNet v1 by 33%. These two new memory optimisation techniques are

applied to the twelve cost-mapping models proposed in Chapter 3, the memory savings and their

impact is discussed.

The work described in this chapter has been released as a pre-print on the arXiv service:

• Blacker, P., Bridges, C.P. and Hadfield, S., 2020. Diagonal Memory Optimisation for

Machine Learning on Micro-controllers. arXiv preprint arXiv:2010.01668.
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Figure 5.1: Intermediate tensor buffer locations for MobileNet v1 0.25 128, 8 bit quantised.

Location within the tensor arena is shown on the x-axis while the scope of each buffer from first

to last use is shown on the y-axis.

5.2 Problem Definition

The majority of research into the optimisation of ML inference has been focussed on speeding

up execution and reducing model size, little work has been done solely to reduce the amount of

RAM required for inference. The reason here is simple in almost all inference applications to

date RAM requirements have not been a bottle-neck therefore using less memory for inference

is of no benefit. However when performing inference using radiation hardened CPUs used on

deep space missions, it is critical to optimise both time and memory use. Research in this area

is also of benefit to the wider ML community which has recently started deploying models

onto micro-controller scale targets. The common challenges faced when performing inference

on terrestrial micro-controllers and radiation hardened processed increases the impact of this

research which is motivated primarily by space applications.
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Although model compression techniques are not primarily motivated by memory optimisation

in many cases they achieve significant reductions in RAM use as a side effect. Their primary

purposes are to reduce the amount of data needed to store or transmit models and to speed up

inference. A common side-effect however is a reduction in the RAM required for inference. The

clearest example of this is quantisation [164], which reduces the precision with which weights

are stored and computations performed.

Training is most commonly performed using 32 bit floating point data, allowing for precise

calculation of gradients for back propagation and allowing a wide range of input and training

data to be used. Once a model has been trained the precision of the weights can be reduced

with a small and acceptable reduction in accuracy. Weights as well as intermediate values are

commonly reduced to 8 bits using predefined fixed point representation. This has the effect

of dividing the model size by four as well as reducing the RAM requirement by four. Binary

networks [75] take this concept to the extreme with a single bit representing each weight and

intermediate value, for a further reduction in model size and memory use.

If the quantity of weights and intermediate values is constant reducing the size of the data type

used to represent them has a predictable and linear effect on the amount of RAM required.

The effect of weight pruning, compression, and low-rank approximation is more complex to

define. Weight pruning attempts to ignore weights which do not contribute meaningfully to the

output of the model, allowing a more compressed representation of the model. The effect of this

technique on the RAM required for inference depends on the implementation used. If weights

are removed in such a way that the tensor sizes used for fully-connected or convolution layers

are reduced then a reduction in RAM will be realised. However the original tensor sizes are used

with sparse representation and operations then any reduction in RAM requirement although

possible, becomes difficult to predict.

Weight compression seeks to reduce the memory required to store a model using both lossy

and lossless data compression methods [140]. This approach can actually increase RAM use if

additional storage is needed to store weights after de-compression. Since the size and precision

of the tensor calculation is not altered no direct reduction in RAM use is realised.

Low-rank approximation extends the concept of weight compression into the layer operation

itself, attempting to simply a convolution calculation while also reducing the storage needed for
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its weights [148]. This technique does not reduce the storage needed for intermediate values,

although if weights are stored in RAM a reduction could be possible.

These model compression techniques share a common feature, they all alter the computation

performed by the model in some way. Quantisation affects the precision and numerical stability

of a model, while pruning, compression and low-rank approximation all subtly alter model

weights. It is important observe that this is different to the memory optimisation algorithms

presented in this chapter which do not alter the computation, down to the level numerical stability.

It is therefore possible to use them in a similar manner to safe compiler optimisations, applying

them automatically to models during deployment. Model compression techniques on the other

hand require careful hand tuning and verification to ensure model accuracy does not degrade

unacceptably. The two classes of technique are fully complimentary, the model compression

techniques discussed can be applied side-by-side with either DMO or Operation-Splitting, to

minimise the RAM required to perform inference.

5.2.1 Effects on Power and Latency

Research described in this chapter focusses on the amount of RAM which is required to perform

inference using ML models. However the techniques presented have potential side effects on

the energy use and latency of an implementation as well. A short discussion of these effects is

presented here, although a more detailed study is warranted. This is especially true for EdgeML

applications which are highly energy sensitive.

The radiation hardened computers used on deep space missions are not as energy optimised as

the latest terrestrial EdgeML micro-controllers. In fact their memory has an additional overhead,

periodic memory cleaning to fix radiation induced single bit errors using error correcting [25].

Energy use of memory is usually split into three contributors, background power, active power,

and refresh power [32], cleaning of error correcting memory is an additional drain on radiation

hardened computers.

Of the two memory optimisation techniques presented DMO has no impact on the number of

load and store instructions issued, while operation-splitting causes a increase of less than 1

percent on all models tested. On radiation hardened computers they will have a minimal or no

effect on the energy consumed during an inference operation. There is one possible exception to
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this conclusion, the case when memory optimisation allows a smaller lower power RAM chip

to use used. This is unlikely in all but the most rigorously optimised applications but when it

occurs the improvement would be significant.

The effect of the DMO and Operation-Splitting techniques on energy use of terrestrial EdgeML

micro-controllers is more complex to determine, given the more elaborate energy saving methods

used in these devices. Restricting SDRAM refresh operations to memory addresses which are

in use as opposed to whole banks would be a possibility, the complexity would be non-trivial

although savings could be made. There remains valuable work to be done evaluating the memory

efficiency of EdgeML implementations and identifying potential improvements.

5.3 Existing Approach to Reducing Peak Memory Use

Machine learning models are in essence graph functions comprised of tensor operations. On

single core CPU targets these operations are executed sequentially to perform inference and

sufficient RAM must be available to store the intermediate values needed during this process.

Figure 5.1 shows the intermediate buffer locations and scopes for a MobileNet, allocated using a

heap approach. In this case the peak memory requirement is defined by the third and forth buffers

which are needed concurrently taking a total of 96 KB. Looking at these buffer allocations it

does not immediately seem possible to reduce this memory requirement further, however upon

deeper inspection methods to achieve this can be found.

5.3.1 Tensor Buffer Reuse

Tensor layout operations which re-arrange elements such as concatenate and pack are common

in ML models and in some cases, Squeezenet [78], define a model’s peak memory requirement.

These operations do not compute new values, instead they re-project existing values into new

shapes. If existing in-memory representations can be re-used then elements do not need to be

copied or new buffers allocated. However this technique is only possible if sparse in-memory

representation are supported. TFL only supports dense tensor representations meaning, for

example, a split operation on any dimension above dimension zero will require new intermediate

tensors to be allocated and elements copied into the new buffers, Section 4.3.5. TFMin on the
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Figure 5.2: a, Sub-graph showing the 3rd fire module of the Squeezenet model. b, Intermediate

buffer allocations of this model. It can be seen that the buffers of 3rd fire module (highlighted in

blue) define the 6428 KB peak memory requirement of this model.

other hand supports sparse tensor representations so the output tensors of a split operation can

be mapped onto the input buffer. If memory buffers are pre-allocated offline when a model

is deployed this technique can also be used for concatenation operations. Instead of merging

a set of smaller sub-tensors into a final large super-tensor, the operations which produce the

sub-tensors write elements directly into the final merged tensor buffer. Taking advantage of

sparse tensor representation in this way not only means that memory can be saved but also

unnecessary data copying is avoided reducing execution time.

One of the reasons why TFL does not support sparse representations of tensors is the negative

effect this can have on performance in some cases. If the innermost dimension is sparse (has a

step greater than one element) then cache performance is negatively impacted and the use of

vectorised load and store operations is no longer possible. However if higher dimensions are

sparse there are no negative effects on performance since the offsets between slices is already

greater than one element. These performance penalties coupled with the additional complexity

of the tensor operations themselves meant that the architects of TFL chose dense representations.

It is the authors view that in the context of aggressive memory optimisation then support for
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Figure 5.3: a, 3rd fire module of Squeezenet where the 2D convolution operations write directly

into the super-tensor. b, Intermediate buffer allocations of this model. Buffers of the 3rd fire

module are highlighted in blue. It can be seen that the optimised fire module no longer defines

peak memory requirement of the model, it is now set by the the first max-pooling operation at

5838 KB.

sparse representations becomes preferable due to the significant saving it can produce in certain

networks.

Using Squeezenet [78] as an example it can be seen in Figure 5.2.b that the 3rd fire module

defines the peak memory requirement for inference using this model. The output tensors of the

2nd two convolution operations within this fire module can be mapped onto the output tensor of

the concatenate, removing the need for the two of the intermediate tensors and the subsequent

concatenate operation. It can be seen in Figure 5.3 that this modification to the fire modules

reduces the peak memory requirement from 6428 KB to 5838 KB. The heap allocation strategy

is producing a non-optimal layout of the fire modules buffers, however in this case since they are

smaller than the first max pooling operation this does not affect the peak memory requirement.

The ability to remove layout operations via tensor mapping is dependant upon the architectural

decision to support sparse in-memory tensors, taken when the inference system is specified.

The decision to use this technique or not will always be a trade-off between the increased code

complexity and runtime of models verses the value of any memory saving it produces.
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Effects on Execution Time

As has been discussed, mapping tensors onto sparse in-memory representations can in some cases

prevent optimised layer implementations being used. We argue that although it is theoretically

possible, the cases are very specific and unlikely to occur in real-world models. To maximise

performance TFL and TFMin both use a dimension ordering of batch, height, width, channels,

to ensure that the inner loops of the majority of operations can work on adjacent values in

memory. If sparse tensors are used but elements along the innermost dimension are kept in

adjacent memory addresses then performance will not be affected.

In the Squeezenet example used, intermediate tensors are concatenated along the innermost

dimension, so values written by the inner loop of the 2D convolution operation will occupy

adjacent memory addresses even when written directly into the super-tensor. In this case there is

no performance penalty for using sparse in-memory representation. The authors have performed

the same check on all six of the network topologies evaluated in Section 5.5 and found that none

of their layout operations could result in sparse inner dimensions if this type of optimisation is

used.

5.4 Novel Techniques for Memory Optimisation

5.4.1 Operation Splitting

Chains of filter based operations (convolution, pooling, etc.) which require large intermediate

buffers can be split into multiple narrower chains and executed sequentially. Modifying tensor

graphs in this way means that fewer intermediate values need to be stored concurrently. Which

can reduce the peak memory requirement of inference at the cost of some elements being

computed more than once. This memory optimisation technique requires sparse in-memory

tensor representation as described in Section 4.3.5, if only dense tensors are supported then the

initial split and final merge operations will use more memory than is saved.

Demonstrating this technique using MobileNet v2 1.0 224, it can be seen that the second and

third operations (a 2D convolution & depthwise convolution) between them process a 392 KB

tensor into a 588 KB tensor. However the intermediate tensor between these two operations



116 Chapter 5. Memory Optimisation

Figure 5.4: a, Subset of MobileNet showing the 2nd and 3rd operations before optimisation. b,

Equivalent subset of the optimised graph, which computes the output tensor using five parallel

pairs of operations. Note that there is a necessary overlap between the three intermediate tensors

and input tensor slices because of the overlapping receptive fields of the depth-wise convolution

operation.

takes 2.3 MB increasing the peak memory requirement of this model to 3.3 MB, Figure 5.5. Due

to the small kernel sizes used in this model the receptive field of each element in the final 588

KB tensor is a 3× 3× depth patch of the 2.3 MB intermediate tensor. If the two operations are

split into five pairs of operations, each pair computing approximately a fifth of the final output

tensor then five consecutive intermediate tensors are needed of at most 819 KB Figure 5.4. This

reduces the peak memory requirement of this part of the model to 1.6 MB, however due to

the spatial overlap of the smaller intermediate tensors 10752 elements need to be computed

twice. The allocation buffer locations before and after this alteration to the graph are shown in

Figure 5.5. The longer scope of input and output tensors means that this approach can not be

combined with conventional DMO described in Section 5.4.2 however the first input and final

output tensors of the split operations can be potentially be overlapped.
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Figure 5.5: a, Intermediate buffer allocations of a full sized MobileNet V2 implementation. b,

Intermediate buffer allocations of the same model in which the second and third operations have

been split into five parallel branches. Buffers that have been effected by this optimisation are

highlighted in blue.

The amount of memory saved and the number of element re-computations required when using

this technique is formalised in Equations (5.1), (5.3) & (5.4). It can be seen that memory is

saving is only possible if the intermediate tensor is larger than the input and output tensors, and

the memory saving is greater for larger intermediate tensors. The test defined in boolean Equation

(5.5) can be used to determine is operation splitting is possible for any pair of operations and if

it yields any saving in memory.

Saving = sizedtype(ins + outs + intsn − intso −max(ins, outs)) (5.1)

recs = (filtersize − 1) dilation ratio+ 1 (5.2)

MaxInts(N) =

(∏
(dimsm)

splitdimm

)
max

(
2

⌈
dimo − 1

N

⌉
, 2

⌈
dimo

N

⌉
−Rpad

)
+recs−2 (5.3)
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Recomputations = (N − 1)

(∏
(dimsm)

splitdimm

)
(recs − stride) (5.4)

SplitPossible = (op1 filter based) ∧ (op2 filter based) ∧ (IntSize(2) < intso) (5.5)

Where sizedtype is the size of a tensor element in bytes, ins is the size of the input tensor in bytes,

outs is the size of the output tensor in bytes, intso is the size of the original intermediate tensor

in bytes, dimsm is the set of dimension sizes of the original intermediate tensor, splitdimm is

the size of the split-dimension of the original intermediate tensor, recs is the size of the receptive

field of the second operation in the split dimension, and N is the number of splits.

Using Equations (5.3) & (5.4) it is possible to build and algorithm that can analyse tensor graphs

identifying potential memory savings and their cost in repeated element computations. Reducing

peak memory requirements using operation splitting is a trade off between memory saving and

execution time, therefore there is no single result of this optimisation technique. Rather a set of

optimisation levels is determined including the memory saved and number of tensor elements

which need to be recomputed. Developers can then choose which of these optimisation levels

is most appropriate to their application. The algorithm described below produces this set of

optimisation levels for any tensor graph.

Algorithm to Analyse Op-splitting Optimisation

This algorithm starts with the original input graph then iteratively attempts attempts to optimise

it, initially the set of optimisation levels is the singleton set containing the non-optimised model.

Each iteration which finds a more optimal model, adds an element to the set of optimisation

levels and the algorithm continues iterating.

In order to determine if it is possible to optimise the model further the set of operations which

define the peak memory requirement is found. In the initial MobileNet graph shown in Figure

5.5.a showing buffer allocations it can be seen that this operation is the 2nd 2D convolution.

Whereas for the optimised graph who’s buffer allocations are shown in Figure 5.5.b this operation

is the 1st 2D convolution. It should be noted that in both these cases a single operation defines
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Algorithm 1: Pseudo code of operation splitting analysis
lastPeakMem← pre allocate graph get peak mem(initialGraph)

recomputations← 0

setOfOptLevels← [(initialGraph, lastPeakMem, 0)]

optimisedGraph← initialGraph

repeat

setOfPeakMemOps← find peak mem ops(optimisedGraph)

for peakOp in setOfPeakMemOps do

if Operation already split then

increase number of splits by one

recomputations+ = increased recomputations from split

else

followingOp← get following op(peakOp)

if SplitPossible(peakOp, followingOp) [Eq (5.5)] then

Split operation pair into two branches.

recomputations+ = additional recomputations [Eq (5.4)]

end if

end if

end for

newPeakMem← pre allocate graph get peak mem(optimisedGraph)

optimsed← (newPeakMem < lastPeakMem)

lastPeakMem← newPeakMem

if optimised then

setOfOptLevels.add((optimisedGraph, newPeakMem, recomputations))

end if

until lastPeakMem = newPeakMem
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the peak memory requirement, although it is possible for multiple operations to define equal

peak memory requirements in different parts of the graph.

Each operation which defines the peak memory requirement is checked, to find if splitting it

and the following operation would reduce memory use. The reason for including the following

operation is that the memory saving is caused by reducing the size of the intermediate tensor

which passes data between these two operations, so both operations need to be split. There

are two possibilities here, either these operations have already been split during a previous

optimisation step, or they are original operations. In the first case where they have already been

split then the algorithm increases the number of splits to further reduce the size of intermediate

tensors. In the second case where the operations have not yet been split then the test defined in

Equation (5.5) is used to determine if operation splitting is possible. If it is found to be possible

then these operations are split into two parallel branches.

If it has been found that all operations in the set of operations defining the peak memory

requirement can be split and that splitting them reduces the peak memory requirement then the

savings and cost of this level is added to the set of optimisation levels and this optimisation

process repeats again. The pseudo code of this algorithm is formalised in Algorithm 1.

Results of optimising Mobilenet v2 are shown in table 5.1, listing four possible optimisation

levels. The first level produces a RAM reduction of 1.2 MB at a cost of recomputing 5376

elements of the 2nd convolution operation, while the most optimal level produces a reduction of

1.7 MB at the cost of recomputing 21504 elements. There are diminishing returns as the number

of splits increases, due to the inverse relationship between the size of split tensors and the number

of splits. To put these element re-computations into the context, the original network requires

the computation of 2.94 million elements, so these optimisation levels represent increases of

0.18% and 0.73% respectively.

Operation-splitting can significantly reduce the peak memory required for inference of certain

ML models, at the cost of a small increase in execution time. A formal analysis has been

presented with an algorithm to determine potential memory savings and their costs. Allowing

memory to be traded off against execution time, finding the optimal solution for a given

application. The results of this technique on the full set of test models is shown in Section 5.5.
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Table 5.1: Possible operation splitting optimisations found using algorithm.

Optimisation Level Peak Memory Memory Saved Elements Recomputed

original graph 3332 KB 0 KB 0

[ 2:conv, 3:dw conv split 2 ] 2177 KB 1155 KB 5376

[ 2:conv, 3:dw conv split 3 ] 1799 KB 1533 KB 10752

[ 2:conv, 3:dw conv split 4 ] 1589 KB 1743 KB 17498

[ 2:conv, 3:dw conv split 5 ] 1568 KB 1764 KB 21504

5.4.2 Diagonal Memory Optimisation

The opportunity to reduce memory use that is leveraged by DMO was discovered while analysing

the detailed memory use patterns of implemented ML models. A customised version of the

Valgrind debugging tool [111] was developed which can observe memory read and write

operations within the tensor arena while a model is being executed. This analysis determines

areas of memory which are holding values which are later read and used for calculations, and

redundant areas of memory where the value is never read. Figure 5.6.a shows a memory trace

produced by this tool of the same MobileNet implementation described in Figure 5.1. Exposing

the internal workings of each operation in this way an opportunity can be clearly seen to reduce

the peak memory requirement by overlapping the input and output buffers of each operation.

DMO can significantly reduce the peak memory demands of machine learning models but is only

possible if the underlying layer implementations are known and methods exist to determine the

safe overlap offset of a specific operation instance. This requires an architectural change from

pre-allocation schemes currently used by TFLµ and uTensor from ARM [5], where intermediate

buffers are allocated without any knowledge of the layer implementations which will eventually

use them. The task of computing the safe buffer overlap (Os) for any operation implementation

is investigated in Section 5.4.3 and three different methods presented. Diagonal memory

optimisation with performance optimised layer implementations is the discussed with reference

to vectorisation and multi-threading.

Calculating the safe input/output buffer overlap for tensor operations is not a task that has been
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Figure 5.6: Intermediate buffer memory access pattern for the example model (MobileNet v1

0.25 128 quantised). In use areas shown in grey, load, store, and update events in red, blue, and

green respectively. Plot a shows the memory access pattern when the original heap allocation

strategy is used to allocate intermediate buffers, large areas of unused memory can be see which

could be used to reduce the size of the tensor arena. Plot b shows the memory access pattern of

the same model with intermediate buffers allocated using diagonal memory optimisation, in-use

memory is packed more densely allowing the size of the tensor area to be reduced.

described in literature before. Yet it is an essential capability of tools that can automatically

leverage this optimisation strategy. This work investigates three approaches to the calculation of

Os and presents a set of analytical solutions for common tensor operations. These solutions are

evaluated by generating buffer pre-allocation patterns for eleven notable ML models, memory

reductions of up-to 49% were achieved. Figure 5.6 illustrates how DMO reduces the amount of

memory MobileNet v1 requires by packing in-use areas of memory together more densely than
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is possible using block level optimisers.

Models implemented using optimised buffer allocation patterns generated by DMO have been

shown to be mathematically correct using the verification functions of TFMin described in

Section 4.4.3. Original and optimised graphs were executed side-by-side and their outputs

shown to be identical.

The DMO technique proposed here works at a lower level than the graph based approaches

described in sections 5.3 & 5.4.1 and is complimentary to the graph serialization and operation

removal techniques. The observation that the input and output buffers of many tensor operation

can be safely overlapped is utilised in cases where the input to an operation is not needed by any

later operations. Therefore the input buffer can be safely overwritten during the computation of

the operation’s output.

A heap based allocation approach was used to place intermediate tensor into the tensor arena

in reverse execution order. Reverse ordering was used because diagonal memory optimisation

allows the start of the input buffer to overlap with the end of the output buffer, therefore

allocating the input buffer after the output buffer means the heap strategy can overlap the buffers

efficiently in most cases. The result of the DMO approach with buffer overlapping can be seen

in Figure 5.6.

5.4.3 Calculating the Safe Buffer Overlap

To understand the definition of the safe buffer overlap three methods to determine Os are

presented. Our initial work debugging compiled networks is described first, followed by a

more efficient algorithmic approach. Ultimately a method to derive analytical lower bounds of

Os is presented along with a discussion of their precision. Finally the effect of performance

optimisation techniques on the utility of buffer overlapping is discussed.

Definition of the Safe Buffer Overlap

It can be intuitively seen in Figure 5.7 that the input and output buffers of three of the four tensor

operations can be overlapped a certain amount without any values in memory being clobbered.
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Figure 5.7: Memory traces of four common ML tensor operations. (a) Rectified Linear Unit, (b)

Matrix Multiplication, (c) Depthwise Convolution, (d) 2D Convolution. These traces only show

intermediate input & output tensor buffers, ignoring the filter and weight buffers.

The type of operation, algorithm used to compute the result, size inputs, and parameters all

determine its pattern of memory access and therefore the exact size of this safe overlap.

Element-wise unary and binary operations such as the Relu shown in Figure 5.7 a, have perfectly

diagonal input and output patterns representing the ideal case where Os is the size of the output

buffer. It is interesting to note here, that in-place buffer re-use is actually a special case of

diagonal memory optimisation. The matrix multiplication operation shown in Figure 5.7 b

represents the other extreme, the whole range of its output buffer is repeatedly updated until

the final slice is processed. In this case the input and output buffers can not be overlapped at

all. Depth-wise convolution and 2D convolution operations shown in Figures 5.7 c & d fall

somewhere between these two extremes.

By convention algorithms progress from lower indices to higher indices, for simplicity this work

assumes that algorithms will always be processed in this direction. Although it is theoretically

possible to make use of algorithms which can process in either direction, this work has not

investigated this option. Safe buffer overlap Os is formally defined as the maximum number
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Safe Overlap Os

Figure 5.8: Definition of the safe buffer overlap (Os) metric, defined as the maximum overlap

where no in-use areas of memory are clobbered. In use memory shown in grey, write operations

in red, and read operations in blue.

of bytes that the start of the input buffer can be overlapped with the end of the output buffer

without clobbering any values in memory, as shown in Figure 5.8. The memory saved for each

operation is equal to the buffer overlap Os itself. The process of determining Os and using the

safe overlap when allocating intermediate buffers is the central new concept of diagonal memory

optimisation.

Bottom up Method

Bottom up approaches such as the Valgrind [111] method described in Section 5.4.2 observe the

load and store operations of a compiled operation while it is executed. The difference between

this and a conventional memory trace is a mechanism to isolate the memory operations of the

layer implementation from the rest of the compiled binary. The authors developed a tool (VMT

Section 4.4.2) which in combination with Valgrind is able to record memory traces of specific

memory ranges within a test binary. This tool was used to record the memory access patterns of

single layer operations and whole ML models, identifying the original opportunity for memory

optimisation of MobileNet shown in Figure 5.6.

The raw output of this introspection method is a set of memory events at 2D locations in time

and buffer-offset, measured in instructions and bytes respectively. This type of raw output was

used to produce the plots shown in Figure 5.7 showing the memory access patterns of four types
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of operation. It is important to note that memory offset of these events is not recorded as a

raw memory address but as a byte offset from the known start of the tensor buffer. Because

these events contain buffer offsets they can be processed to find the maximum safe overlap Os

between the input and output buffers of the operation being analysed.

To calculate Os first all the memory events need to be in a single list sorted in ascending order of

instruction. Then two corresponding lists (minRead & maxWrite) with one-to-one mapping

to the event list are populated. The minRead list contains the lowest read address of this and

all following events and the maxWrite list contains the highest write address of this and all

preceding events. The values of both these lists can be populated with forwards and backwards

pass. The value of Os is then be computed using Equation (5.6).

Os = outputs +min
i∈I

(minRead[i]−maxWrite[i]) (5.6)

Where outputs is the size of the output buffer in bytes and I is the set of indices to theminRead

and maxWrite lists.

The advantage of the bottom-up method is that layer implementations can be a black-boxes,

even implementations in compiled libraries can be analysed meaning this approach can be

used with many existing operations. There is however a requirement that memory read/write

behaviour must be deterministic, which excludes multi-threaded implementations due to the

non-deterministic nature of thread synchronisation. This limitation applies to diagonal memory

optimisation itself which is discussed further in Section 5.4.3. A drawback of this method is its

high computational cost and complexity of the process. Building dedicated test binaries and

debugging layer implementations is a complex approach, the algorithmic and analytic methods

described offer faster and more portable approaches to find Os but require access to original

source code.

Algorithmic Method

The algorithmic method requires the development of a new algorithm to compute Os based

upon the original layer implementation. This new algorithm removes the calculation of tensor
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values leaving only the calculation of buffer offsets where these values would have been read

from and written to.

The original implementation is analysed so that the number of write or update operations (Steps)

on the output buffer can be determined. A new algorithm is then written which produces two

arrays minR & maxW each Steps long. Where each element of minR contains the minimum

read offset of that step and all future steps, while each element ofmaxW contains the maximum

write offset of this step and all previous steps. Os can then be calculated using Equation 5.7

where Ob is the output buffer size and minD is the minimum of minR −maxW across the

arrays. This conceptual structure of the algorithmic method defines the requirements for it to be

applied to any deterministic tensor operation.

and is enough for a developer to write a new algorithm to compute for Os for any existing

deterministic algorithm.

Os = Ob +minD (5.7)

A practical demonstration of this method is presented using pseudo code of the depthwise 2D

convolution reference implementation Appendix B.1 from TFL shown in Algorithm 2. Bias and

activation functions have been omitted for clarity since they have no effect on the computation

of Os.

In this case a single output element is computed within each iteration of the 5th nested loop,

therefore the minR & maxW arrays need to be batches× outputH × outputW × inputD×

filterC elements long. The value of minR can be found for each iteration as the minimum

of all values computed within the filterY & filterX loops, as long as a final reverse pass is

performed to enforce the ’minimum of all future iterations’ requirement. The value of maxW

for an iteration is the highest value ofOo computed so far through the loops. These modifications

are shown in Algorithm 3.

An implementation of the pseudo code above can be used to calculate the value of Os for

any instance of the reference depthwise 2D convolution operation directly without the need to

inspect the behaviour of a compiled layer. The pattern of code changes in the demonstration

above can be applied to any single-threaded tensor operation, converting it into an algorithm



128 Chapter 5. Memory Optimisation

Algorithm 2: Depthwise 2D Convolution - Pseudo Code

for b = 0 to batches do

for outY = 0 to outputH do

for outX = 0 to outputW do

for ic = 0 to inputD do

for m = 0 to filterC do

total← 0 for filterY = 0 to filterH do

for filterX = 0 to filterW do

if input element in input tensor then
Fo ← [calc filter offset] Io ← [calc input offset]

total← total + (filter[Fo]× input[Io])
end

end

end

Oo ← [calc output offset] output[Oo]← total

end

end

end

end

end
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Algorithm 3: Computation of Os - Pseudo Code
Steps← batches · outputH · outputW · inputD · filterC minR = array(iCount)

maxW = array(iCount)maxFo = 0 it = 0 for b = 0 to batches do

for outY = 0 to outputH do

for outX = 0 to outputW do

for ic = 0 to inputD do

for m = 0 to filterC do

minRo ← +inf for filterY = 0 to filterH do

for filterX = 0 to filterW do

if input element in input tensor then
Io ← [calc input offset]

minRo ← min(minRo, Io)

end

end

end

minR[it]← minRo Oo ← [calc output offset]

maxW [it]← max(maxFo, Oo) it← it+ 1

end

end

end

end

end

minRo ← +inf minD ← 0 for i = Steps to 0 do
minR[i]← min(minR[i],minRo)

minD ← min((minR[i]−maxW [i]),minD)

end

Os = outputBufSize+minD
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for the direct computation of Os. In this specific example further inspection of the source code

reveals that the values of minRo and Oo calculated by the first set of loops will always be

monotonic with respect to it. Therefore in this case the code could be simplified to a single set

nested of loops.

The algorithmic method is faster and more convenient than the bottom-up method, however it still

requires a set of large nested loops to be executed. Since Os is generated by complex algorithms

it is difficult to generalise the solutions between different types of layer implementation. These

shortcomings are addressed using by analytical method described in the following section.

Analyical Method

Using the Analytic approach an equation is derived for a specific layer implementation which

directly calculatesOs for any instance of that layer. This approach requires the least computation

time and more importantly is the least error-prone when translating between programming

languages. We describe the approach taken to derive these analytical solutions for several

common ML layer implementations. These equations were then used to generate optimised

buffer pre-allocations of the eleven test models shown in Section 5.5.

It is important to note that useful solutions for the safe buffer overlap function, do not need to

be exact, lower bound estimators will not break the operation while still reducing memory use.

Meaning that analytical solutions can simplify certain details for convenience and still be of use.

Similarly to the algorithmic method the analytical method requires a developer to analyse each

new operation and to derive suitable equations, so that a memory optimisation algorithm can

then allocate buffers both efficiently and safely.

The first stage of this analysis is to distil the memory access behaviour of an operation into two

functions minR(i) and maxW (i) where i is equivalent to Steps as defined in the algorithmic

method. These two function minR(i) and maxW (i) have the same meaning as the arrays

defined in the algorithmic method, this approach however derives equations for them. Figure 5.10

shows an example of the derived monotonic minR(i) function for depthwise 2D convolution, it

can be seen than all read operations, shown in blue, are bounded by the function shown in green.

Using these two functions Os can then be found using Equation (5.8) where ic is the total

number of iterations, OBs is the size of the output buffer, and Ts is the tensor element size
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Figure 5.9: Memory read pattern example from a depthwise 2D convolution. Points highlighted

define a linear boundary containing all read operations.

in bytes. Strictly this is enough information for a developer to be able to derive an analytic

solution for Os for any algorithm. However for clarity the derivation of the Os equation for a

reference depthwise 2D convolution is shown to illustrate how this can be applied to typical

layer implementations used in ML models.

Os = OBs +min{minR(i)−maxW (i) : i ∈ Z ∧ 0 > i > ic}Ts (5.8)

The approach to solving Os here is the similar to the algorithmic method, except given analytic

solutions for both minR(i) and maxW (i) then Equation 5.8 can be simplified to an analytic

solution. Using these analytic solutions Os can be computed directly without needing to loop

through a large simulated tensor operation, potentially taking millions of iterations.

Taking the algorithmic solution for Os of the reference DepthwiseConv2D operation used

above we can study it and derive a purely analytical solution for the lower bound of minR(i).

Figure 5.9 shows the pattern of memory reads for an instance of this layer operation, the reads

highlighted with red circles define a linear function bounding all reads of this algorithm. Firstly

the location of the highlighted operations within the loops of the algorithm must be determined.

Secondly equations for the iteration and read offset locations of these points must be derived.

By studying the pseudo code in Algorithm 2 it can be found that the exact read operations for

this operation highlighted in Figure 5.9 occur during every iteration of the outY loop and the

final combined iteration of the outX , ic and m loops. Knowing this we determine that each of

the highlighted reads occurs where outY = N, outX = outputW − 1, ic = inputD− 1,m =
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filterC − 1. Next we determine that the minimum read within this iteration will always occur

when filterY = 0, filterX = 0. Using this information, pseudo code, and the helper functions

shown in the original C++ code [Appendix B.1] two Equations (5.9) & (5.10) for the values of

the output offset o and iteration I in terms of N and the layer parameters can be found. These

equations are derived by merging the code of the layer function itself with the helper functions

Offset and ComputePadding and simplifying.

i = (N ·OwOdKc)− 1 (5.9)

o = Offset(N · Sw − Pw, (Ow − 1)Sh − Ph, Id − 1) (5.10)

Where:

Offset(r, c, d) = (r · Iw + c)Id + d) (5.11)

Ph =

⌊
OhSh − Sh +KhDh −Dh − Ih + 1

2

⌋
(5.12)

Pw =

⌊
OwSw − Sw +KwDw −Dw − Iw + 1

2

⌋
(5.13)

Where Iw & Ih are input shape, Ow & Oh are output shape, Kw, Kh & Kc are kernel size, Sw

& Sh are stride steps, Dw & Dh are dilation ratios.

The equations for these points (5.9) & (5.10) can then be used to define a linear function (ax+b)

which bounds all read operations of this layer implementation. Simplifying these gives the

Equations (5.14) & (5.15) for a & b respectively.

a =
ShIw
OwKc

(5.14)

b = (OwSw − PhIw − ShIw − Sw − Pw + 1)Id (5.15)

Truncating this linear function at zero gives Equation 5.16 defining a lower bound approximation

of the ideal minR(i) as shown in Figure 5.10.
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Figure 5.10: minR(i) bounding function for the depthwise 2D convolution implementation. It

can be seen that all read operations (in blue) lie above the monotonic function (green).
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Figure 5.11: The two possible definitions of the analytical minimum bound, depending on the

relative gradient of the minR & maxW functions.

minR(i) = max(0, a · i+ b) (5.16)

The function maxW (i) is trivial in the case of this operation, since each iteration calculates

a single element of the output tensor and the loops are nested in increasing dimension order,

therefore.

maxW (i) = i (5.17)

Equations (5.8), (5.16) & (5.17) can be combined into a single Equation (5.18) by observing

that Os is defined by the minR & maxW functions in only two possible ways, as shown in

Figure 5.11. If the gradient of maxW is lower than that of minR then it is defined as in case

A otherwise it is defined as in case B. These two cases result in the two terms of the min

function in the simplified analytical solution for Os shown in Equation (5.18). This part of the

analytical solution can be used to describe Os for a wide range of tensor operations, including

2D convolution, all pooling operations, the depthwise 3D convolution described here and more.

The only variation of this form are the equations for a and b which define the truncated linear

bound of their read offsets.
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Os = OBs +min

{
b

a
, aic + b− ic

}
Ts (5.18)

Using this same process the minimum bound linear functions of several common ML reference

operations have been derived. Combining these with Equation (5.18) produces their respective

analytical solutions for Os.

Reference 2D Convolution Operation:

a =
ShIwId
OwOd

(5.19)

b = (OwSw − PhIw − ShIw − Sw − Pw)Id + 1 (5.20)

Reference Pooling Operations (all types):

a =
ShIw
Ow

(5.21)

b = (OwSw − PhIw − ShIw − Sw − Pw)Id + 1 (5.22)

Precision of the Analyical Method

Since the analytical solutions presented in Section 5.4.3 are lower bounds as opposed to the

exact values computed by the algorithmic method in Section 5.4.3, it is important to quantify

the difference between the two. Using MobileNet v2 1.0 224 as an example when DMO is used,

its peak memory requirement is defined by the second depthwise 2D convolution operation

described in Table 5.2.

Computing the Os of this operation using the algorithmic method gives a result of 1,204,224

bytes, while computing it using the analytic solution presented in Equations (5.14) (5.15) &

(5.18) gives a result of 1,193,376 bytes. In this case the exact value has been underestimated

by 10,848 bytes or 0.18% of the models optimised memory requirement of 4.6 MB, this is

considered to be an acceptable approximation. Table 5.3 shows this same measurement for
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Table 5.2: Specification of 2nd Depthwise 2D Convolution in MobileNet

Setting Value

input shape (w, h, c) 112, 112, 96

filter shape (w, h, in c, out c) 3, 3, 96, 1

output shape (w, h, c) 56, 56, 96

stride (w, h) 2, 2

dilation (w, h) 1, 1

Table 5.3: Estimation Error of Safe Overlap (Os)

Model
Safe Offset (Os)

Error
Exact Estimate

mobilenet v1 1.0 224 1204224 1193376 0.18%

mobilenet v2 1.0 224 1605632 1598400 0.15%

Inception ResNet v2 2746884 2746884 0%

three networks, comparing the exact algorithmic result with the lower bound from the analytical

method. The underestimation of Os ranges from 0% to 0.18%.

Performance Optimised Layer Implementations

The reference depthwise 2D convolution used to illustrate the computation of Os is not the

most computationally efficient implementation. This implementation is commonly used for

smaller models on embedded ML applications however more efficient versions are increasingly

being used that are optimised for specific processor families, such as cmsis-nn from ARM

[88]. It is important to determine if safe buffer overlapping is possible when using these faster

implementations, and to discover if the process described above to derive the analytical solution

to Os is still valid.
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Figure 5.12: Memory trace of a 5 × 5 2D Convolution operation being executed using four

threads.

Two optimisation approaches commonly used in embedded ML applications are vectorisation

and multi-threading. Vectorisation takes advantage of Single Instruction Multiple Data (SIMD)

operations to accelerate batches of identical arithmetic operations and reduces loop overheads.

While multi-threading can be used when computations as opposed to memory access are the

performance bottle-neck. These two approaches are not mutually exclusive and are often used

together.

Vectorisation compliments diagonal memory optimisation because multiple elements are pro-

cessed in longer words, therefore some reads occur earlier and some writes occur later. However

it is always possible that trailing elements may need to be computed individually, for this reason

the value of Os for vectorised optimisation is the same as for the reference operations already

described.

Multi-threading as it is usually implemented reduces the utility of using diagonal memory

optimisation. Threads are generally each given a different contiguous region of the output buffer

to compute, resulting in a memory access pattern similar as shown in Figure 5.12. It must be

noted that the Valgrind tool used to generate this trace interleaves threads on a single core so

does not precisely reproduce true multi-threaded behaviour. However two important features

can be seen, firstly four different regions of the output buffer are being computed at similar times

and secondly the read/write pattern has become non-deterministic. It is possible to overcome

these problems by interleaving the elements each thread computes and ensuring that threads

are synchronised to within a maximum offset. It is therefore theoretically possible to write

buffer-overlap safe multi-threaded layer implementations, however more work is needed to

demonstrate the practicality and reliability of the technique in this case.
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5.5 Results

Eleven well known, published ML models were analysed along with the twelve cost-map

estimation models proposed in Chapter 3. The published models were chosen a with particular

emphasis on smaller models which have been developed for mobile applications. Models

were sourced from the public repositories Keras Application [137] and TensorFlow models [8].

Eighteen purely sequential models were analysed, the variants of both MobileNet v1 and v2

as well as all of our proposed cost-mapping models. The sequential nature of these models

makes them more amenable to optimisation than the more densely connected networks which

have been analysed. Inception v4, Inception ResNet, Nasnet Mobile, DenseNet and ResNet

50 are all densely connected networks, as will be shown this makes the savings of DMO and

operation-splitting harder to predict than for sequential models.

A modified heap allocation algorithm was used to locate the tensors buffers for each test and

thereby find the peak memory requirement for each combination of model and optimisation

strategy. This algorithm uses conventional heap allocation to to place tensor buffers in memory,

but chooses a specific order in which to allocate buffers which has been found to reduce the

peak memory requirement. The next buffer to allocate is chosen using two steps. First the set of

un-allocated tensors which have scopes overlapping with allocated buffers is found. Out of this

set the buffer is chosen which can be packed into the lowest address space. This algorithm is

initiated by allocating a single input or output buffer at offset zero, to perform a forwards or

backwards allocation respectively.

The Operation splitting method produces a set of optimised graphs with a range of performance

penalties. The results shown here represented the optimised graph with the smallest peak

memory requirement for each model analysed. Element re-computations are also shown to put

the performance penalty of this method in context.

5.5.1 Sequential Published Models

DMO produces nearly identical memory savings for all of the MobileNet v1 variants analysed

in this work. In the case of these models the original peak memory requirement is defined

by the second convolution operation which produces an output tensor two times larger than
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its input tensor. DMO allows these input and output tensors to overlap almost completely,

reducing the peak memory requirement by a third. The small variation in the exact saving is

caused by the amount the buffers cannot be completely overlapped due to the kernel size of the

convolution. The ratio of this kernel size and the tensor buffer size varies depending on the size

of the MobileNet variant in question, explaining this small difference. The pattern of tensor

buffer allocations with and without DMO for MobileNet v1 can be seen in Figure 5.6.
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Figure 5.13: a, Original buffer allocation pattern of MobileNet v1 2.0 224. b, Optimised buffer

allocation pattern after operation-splitting has been applied to the graph.

DMO when applied to the variants of MobileNet v2 produces a lower memory saving of 20%.

In the case of these networks the peak memory requirement of the original graph is defined by

the second depth-wise convolution operation which has an input tensor four times larger than its

output tensor. Again DMO can almost completely overlap these two buffers, but because there

is a greater disparity in their sizes this results in a lower memory saving than the MobileNet v1

variants. This allows us to make an important observation, that the memory saving of DMO will

be greatest if the peak memory of a model is defined by two equal sized tensors. As the size

disparity of the two tensors increases then the memory saved by DMO will reduce. Close to

ideal DMO savings of up-to 49.2% were observed in the encoder-decoder cost-mapping models

shown in Table 5.6.

When operation-splitting is used to optimise the memory use of the MobileNet v1 variants

analysed we again see a memory saving of 33% in most cases, although the reasons behind this

figure are different to those for DMO. The peak memory requirement of the original model is

defined by the second convolution operation, operation-splitting splits this operation and its
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Figure 5.14: a, Original buffer allocation pattern of MobileNet v2 0.35 224. b, Optimised buffer

allocation pattern after operation-splitting has been applied to the graph.

following depth-wise convolution into five parallel paths. This reduces the memory requirement

of this part of the network so it is equal to the memory requirement of the following convolution

operation. However this following convolution operation has equally sized input and output

tensors so it cannot be optimised using operation splitting. The buffer allocation pattern for

MobileNet v1 1.0 224 before and after operation-splitting is shown in Figure 5.13.

Table 5.4: Reduction in memory requirements of sequential published models

Model
Original DMO Op Splitting

PMR (KB) PMR (KB) Saving PMR (KB) Saving Recomp

MobileNet v1 1.0 224 4704 3136 33.3% 3136 33.3% 5× 106 (0.57%)

MobileNet v1 1.0 224 (8 bit) 1176 784 33.3% 784 33.3% 5× 106 (0.57%)

MobileNet v1 0.25 224 1176 786 33.2% 980 16.7% 1.4× 106 (0.25%)

MobileNet v1 0.25 128 (8 bit) 96 64 33.1% 64 33.3% 4.2× 105 (0.99%)

MobileNet v2 0.35 224 2940 2352 20% 1568 46.7% 3× 106 (0.73%)

MobileNet v2 1.0 224 5880 4704 20% 3528 40% 6.9× 106 (0.47%)

Operation-splitting is more effective on MobileNet v2 variants than it is on v1 variants. Here the
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peak memory requirement of MobileNet v2 0.35 224 is reduced by 46.7% and MobileNet v2

1.0 224 is reduced by 40%. The second convolution operation which defined the peak memory

and the following depth-wise have been split into five chains. Reducing the memory required

by these operations so it is lower than the memory required by the proceeding depth-wise

convolution. Again this proceeding depth-wise operation has equal input and output tensors

so cannot be optimised using operation splitting. The original and optimised buffer allocation

patterns can be seen in Figure 5.14. This allows us to make a second important observation, that

the memory saving of operation-splitting will be greater when input and output tensor sizes have

a large disparity, and that no saving is possible if the input and output tensors are the same size.

We have shown that DMO produces its greatest savings when an operation has equally sized input

and output tensors, and that operation-splitting produces its greatest savings when operations

have very different sized input and output tensors, meaning these two methods are complimentary

to each other. There are models which neither of these methods can optimise, but in some cases

a poor result from one method will result in the best result of the other.

5.5.2 Connected Published Models

The densely connected models analysed showed lower memory savings in general than sequential

models. Many of the operations within these models produce tensors which are used by more

than one subsequent operation, the requirement for these tensor values to be held in memory for

longer reduces opportunities to use DMO which clobbers the values of the input buffers. The

connected nature of the models does not fundamentally affect operation-splitting in the same

way as DMO but the savings can be expected to be lower. The peak memory requirement of

connected networks is generally defined by a larger number buffers than sequential models. This

means that if the size of a single buffer is reduced (which is what operation-splitting effectively

achieves) this will have a lower impact on the overall peak memory requirement of the model.

In the worst cases ResNet 50 and the largest model analysed, Nasnet Mobile, their memory

requirements could not be optimised at all using either DMO or operation splitting. Of the

connected models analysed the greatest memory saving was observed for Inception ResNet,

34.5% saved using DMO and 19.3% saved using operation-splitting. However this saving

was realised in the early input stage of the model which is sequential. The same is true of
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Figure 5.15: a, Inception v4 original buffer allocation pattern (only the first third of the model is

shown for clarity). b, Buffer allocation pattern produced using operation-splitting, split tensors

shown in yellow, final output of split block shown in green. Note that in this operation-splitting

optimisation the input buffer is the start of the split, so is not shown in this figure.

Table 5.5: Reduction in memory requirements of connected published models

Model
Original DMO Op Splitting

PMR (KB) PMR (KB) Saving PMR (KB) Saving Recomp

Inception v4 [136] 10879 10079 7.35% 8894 18.2% 2.7× 107 (0.11%)

Inception ResNet v2 [136] 8399 5504 34.5% 6778 19.3% 2.8× 105 (0.0007%)

Nasnet Mobile [165] 4540 4540 None 4541 None -

DenseNet 121 [77] 8624 8232 4.55% 8624 None -

ResNet 50 v2 [136] 10976 10976 None 10978 None -

Inception v4, where it’s greatest memory saving is achieved using operation splitting on the

initial sequential stage of the model as shown in figure 5.15.

The 4.55% memory saving for DenseNet produced by DMO is an anomaly. In this instance

the saving is not produced directly by diagonal optimisation but by a more optimal layout of

non-overlapped buffers produced by the heap allocation strategy. In this case DMO has altered

the order that these non-overlapped buffers are allocated so they take up less memory, see

Figure 5.16. The modified heap allocation strategy used is a heuristic with no guarantee of

optimality due to the NP-hard nature of the buffer allocation problem. It is possible that a more

effective heap allocation strategy could produce a buffer pre-allocation pattern with this same

peak memory requirement without the use of DMO.
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Figure 5.16: a, DenseNet original buffer allocation pattern (only the first fifth of the model is

shown for clarity). b, Buffer allocation pattern optimised using DMO, Peak memory defining

buffers are shown in blue. It can be seen that none of the peak memory defining buffers of the

optimised pattern use DMO to overlap.

5.5.3 Cost-Mapping Models

The memory requirements of our proposed cost-mapping models were analysed when TFMin

was first developed, and were discussed in Section 4.5.3. Both memory optimisation algorithms

proposed in this chapter have been applied to these twelve models. The optimised memory

pre-allocation patterns are approximately 50% smaller in the majority of cases, with a few

models which are optimised significantly more or less.
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Figure 5.17: Original buffer pre-allocation patterns of: a, Model EncDec-F. b, Model EncDec-X.

Intermediate buffers defining the peak memory requirement are highlighted in blue.

The Encoder-Decoder models all require more memory for inference than the smaller CNN

models, which makes the optimisation of their memory use all the more important. We can see
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from Table 5.6 that Encoder-Decoder models A-F are all optimised best using DMO resulting

in almost a 50% saving. This is close to the maximum theoretical saving of this technique and is

due to two equal sized tensors being produced by the first convolution and max-pooling layers,

Figure 5.17.a.

Encoder-Decoder model X however does not have these equal sized large tensors so DMO is

less effective saving only 19.8%. The peak memory requirement of this model is defined by

output of the first convolution layer and the smaller output of the following max-pooling, Figure

5.17.b. This is a case which is particularly well suited to the operation-splitting technique, and

this algorithm produces the greatest relative reduction in memory use of 61.6%.
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Figure 5.18: Initial section of the tensor graph of Encoder Decoder model X after modification

by the operation-splitting memory optimiser. Showing the first two operations split into five

parallel chains.

There is another benefit of using the operation-splitting optimiser on Encoder-Decoder model X.

It is usual for models which are optimised using operation splitting for a small number of tensor

elements to need recomputing, slightly slowing the inference process down. However this model

does not require any of these re-computations even though it has been significantly optimised.

The reason for this can be seen in the modified tensor graph produced by this optimiser shown

in Figure 5.18. The first convolution and max-pooling operations have been split into 5 parallel

chains, the elements of the second operation (max-pooling) have receptive fields which do not

overlap. It has a kernel size of 2× 2 and a stride of 2× 2. This means that the outputs of the first
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split-operation (convolution) do not need to overlap, therefore no re-computations are necessary.

Overall the two memory optimisation models have significantly reduced the RAM required for

inference for all the Encoder-Decoder models. The complimentary nature of these algorithms

whereby models which are not optimised well by one are optimised well by the other, has been

clearly demonstrated.

Table 5.6: Reduction in required memory for inference of proposed cost-mapping models

Model
Original DMO Op Splitting

PMR (KB) PMR (KB) Saving PMR (KB) Saving Recomp

Cnn-A 294 151 48.5% 276 6.1% 784 (0.48%)

Cnn-B 294 151 48.5% 276 6.1% 784 (0.46%)

Cnn-C 204 139 31.8% 147 28.0% 0 (0%)

Cnn-D 74 38 47.8% 69 6.1% 196 (0.41%)

Cnn-E 93 75 19.3% 41 56.3% 0 (0%)

EncDec-A 428 219 48.8% 406 5.0% 944 (0.39%)

EncDec-B 587 299 49.0% 561 4.3% 1104 (0.32%)

EncDec-C 979 497 49.2% 946 3.4% 1424 (0.24%)

EncDec-D 428 219 48.8% 406 5.0% 944 (0.39%)

EncDec-E 587 299 49.0% 561 4.3% 1104 (0.32%)

EncDec-F 979 497 49.2% 946 3.4% 1424 (0.24%)

EncDec-X 1462 1173 19.8% 561 61.6% 0 (0%)

5.6 Summary

Two novel methods to reduce the amount of RAM needed to perform inference using ML models

have been presented. This reduction in the amount of volatile memory required is especially

important in applications with limited computing resources, such as edge ML and on-board

spacecraft.

The method of diagonal memory optimisation has been described and several methods presented

to compute the critical buffer overlap Os metric required to use this technique. Including a

formal analytic solution which can quickly compute a lower bound for Os. The technique of

operation splitting has been described in detail and an algorithm presented which automatically

applies it to any ML model. Both of these algorithms are available in the open-source TFMin

software tool produced during this work [23].
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Memory savings of up to 61.6% have been demonstrated on a range of ML models, the RAM

required to perform inference using the smallest possible implementation of MobileNet has

been reduced even further from 96 KB down to 64 KB. Both diagonal memory optimisation

and operation-splitting will enable more efficient implementations of ML models in a range of

application. In Edge ML applications larger models can be executed on micro-controller targets

than currently possible, enabling smarter devices and or savings in power and cost. In space

applications the RAM resources required by on-board ML processes has been reduced, easing

the adoption of these solutions.

It is important to note that the required memory figures shown in Tables 5.4, 5.5, and 5.6 only

include intermediate tensor values and not the weights of the model itself. In all models analysed

the model weights require significantly more storage than the intermediate values themselves,

MobileNet v1 0.25 224 for example has an optimised memory requirement of 786 KB but

approximately 2.5 MB of weights. This would make it seem as though DMO is not much use in

the real world, except that micro-controllers almost universally have much more non-volatile

flash memory than volatile Static Random Access Memory (SRAM) [135]. The STM32F103xF

from ST Microelectronics [132] is a commonly used ARM Cortex M3 micro-controller with 768

KB or 1 MB of program storage and 96 KB of SRAM. Using diagonal memory optimisation it

becomes possible to execute the smallest MobileNet (v1 0.25 128 8bit) on this chip, however the

weights of this model take 623 KB, 60.8% of the micro-controllers program memory. Similarly

the Atmel AT32UC3C [6] used by the on-board computer of the ESAs ESEO mission [16] has

at least four times more flash memory than SRAM across all its variants.

In early 2018 we started work building an automatic ML deployment tool because there were

no open-source (or closed-source) tools we were aware of to perform this task. Concluding this

work in 2020 there are now two other established tools, TFLµ [116] from Google and µTensor

[5] from ARM. TFLµ places intermediate tensor buffers into a dedicated contiguous memory

space in two possible ways, either pre-allocated or allocated on the fly. The core tool does not

yet provide any pre-allocation algorithms since this is still an experimental feature. µTensor uses

the platform ‘malloc’ to allocate intermediate tensors, so does not support buffer pre-allocation

at this time.

Compared to these two tools TFMin has the most advanced memory optimisation capabilities,
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and is able to deploy models onto smaller micro-controller targets. This is due in part to

the memory optimisation techniques described in this chapter but also because it requires no

run-time libraries to operate.
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Opportunities and Progress

Table 5.7: Opportunities at the end of the cost mapping investigation.

Challenge Solution

Is it possible to generate planetary rover cost-

maps using ML?

• Encoder decoder models trained using super-

vised learning have been shown to be effective.

Are ML cost-mapping models feasible to use

on radiation hardened LEON3 computers?

• Execution time has been quantified on repre-

sentative hardware, and found to meet the 20

second requirement from Airbus.

• Two novel memory optimisation techniques

have been presented reducing the RAM re-

quirement of cost-mapping models by up-to

61%.

Does a deployment process exist to implement

this model within the flight software develop-

ment process?

• The TFMin tool has been developed and

released which generates prototype ANSI C

code suitable for the flight software develop-

ment process.

New Research Opportunities Identified in this Chapter

• Study the use of both DMO and Operation-Splitting concurrently to further reduce RAM

needed by inference.
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Chapter 6

Conclusion and Future Work

The rate at which orbital and surface missions are being launched to Mars has been gradually

increasing in recent times. The most recent launch window in 2020 saw three nations dispatch

robotic explorers, including the UAE’s first Mars probe and two missions including rovers

from China and the United States. Each of these surface missions present opportunities to

trial and demonstrate increased levels of autonomy and novel technologies. The goal of this

research was to demonstrate a novel cost-mapping algorithm, reducing the execution time of

GNC processes on-board planetary rovers. Not only was this goal achieved, but an ML model

generation process demonstrated which can trade off mapping accuracy for speed. This allows

greater operational control of the GNC process, where the mapping process can be sped up

when it is less critical. All This increase in speed translates into faster traverse times and lower

demands on DSN capacity, ultimately resulting in greater mission capability. The specific rover

mission this work targets is the proposed late 2020s Mars SFR currently under development by

a consortium led by Airbus.

Work presented in this thesis has identified an opportunity to improve the performance of

the autonomous GNC systems used on-board Mars rovers using the novel adoption of ML

techniques. Novel ML cost-mapping models have been shown to produce equivalent quality

maps while out performing existing state of the art algorithms used by the MER rovers. These

performance gains have been verified on the LEON3 radiation hardened processor. Two novel

memory optimisation algorithms have been presented which are able to significantly reduce

the amount of RAM required to perform inference on CPU based targets. This approach has

149
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the potential to improve the computational efficiency of autonomous rover GNC systems and

thereby their traverse speeds and mission values. These algorithms not only impact the use

of ML in space but are also relevant to the emerging field of ‘Edge ML’ on earth using small

embedded micro-controllers.

This work will encourage and facilitate the use of on-board ML solutions on a wide variety of

space missions, not only planetary rovers. This wider impact is expected to result from adoption

of the TFMin deployment tool, enabling ML models to be analysed and deployed on flight

processors. Allowing development to be conducted using a framework which has a realistic

route for models to be deployed within flight software.

Chapter 3 described our investigation into ML cost-mapping models, and their use within the

GNC system of planetary rovers. A range of CNN and Encoder-Decoder models (Table 3.1)

were shown to be capable of performing this task, and their relative computational efficiency

measured (Figure 3.21). It was found that computational efficiency was correlated to the number

of cost-map cells estimated in a single pass. This finding influences the following work on

model implementation, since it implies the largest model possible should be implemented to

maximise efficiency. As well as meeting the original goal of this chapter, areas for future study

were identified. Sparse cost-mapping models have the potential to improve the performance and

suitability of these ML solutions for planetary rovers.

Chapter 4 presented a new software tool developed to facilitate the research presented in this

thesis. The first published implementation of two state of the art memory optimisation algo-

rithms is included to accelerate their adoption. This tool has been released to the community

and is currently used by groups at Airbus studying on-board ML. TFMin started life as a tool

developed to produce accurate timing results for ML models on the LEON family of radiation

hardened space processors. During the course of this research and several design iterations this

tool matured to include a wide range of functionality. Initial versions produced C++ 11 code

with external dependencies while later versions moved to ANSI C with no dependencies. It

is currently the only automated ML deployment tool which can target any ANSI C supported

micro-controller or DSP. An open extensible framework is provided so users to customise the

implementations generated for each layers, allowing optimised results for particular targets

(Section 4.3.6. Airbus has expressed a desire to develop a commercial extension to this tool
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including optimised LEON3/LEON4 layers which have been verified to ECSS standards.

Chapter 5 describes two novel algorithms performing a task which has to date had virtually no

attention, the optimisation of RAM use by ML inference models. Until recently the amount of

RAM required for inference has not been a limiting factor, however recent work implementing

ML models on low power radiation hardened processors and terrestrial micro-controllers have

hit these limits. The complimentary DMO (Section 5.4.2 and Operation-Splitting (Section 5.4.1)

algorithms have been shown to reduce the RAM requirement of inference by up-to 46.7% in

the case of MobileNet v2 (Table 5.4). These two algorithms represent the first aggressively

optimised solutions to this problem, previous work has simply used general memory allocation

techniques, not well suited to this task. These algorithms have been applied to the proposed

cost-mapping ML models presented in Chapter 3, resulting in the memory requirement of the

most efficient model (EncDec-X) being reduced by 61% (Table 5.6).

Table 6.1: Opportunities and proposed solutions presented in this thesis.

Challenge Solution

Is it possible to generate planetary rover cost-

maps using ML?

• Encoder decoder models trained using super-

vised learning have been shown to be effective.

Are ML cost-mapping models feasible to use

on radiation hardened LEON3 computers?

• Execution time has been quantified on repre-

sentative hardware, and found to meet the 20

second requirement from Airbus.

• Two novel memory optimisation techniques

have been presented reducing the RAM re-

quirement of cost-mapping models by up-to

61%.

Does a deployment process exist to implement

this model within the flight software develop-

ment process?

• The TFMin tool has been developed and

released which generates prototype ANSI C

code suitable for the flight software develop-

ment process.
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6.1 Future Work

Chapter 3 presented a viable ML solution to the cost-mapping problem, however there are

opportunities to increase its efficiency and practicality for an actual rover platform. The

presented cost-map estimation models, all require dense input maps without unknown areas.

This is a significant limitation given that maps generation on-board rovers are sparse and

irregular due to limited depth perception and occlusions of their sensors. A valuable future

investigation would develop ML cost-mapping models which process sparse input maps and

generate cost-maps along with respective confidence levels. Such models could then be directly

used within existing rover GNC stacks and trialled in simulations and on field trials.

The use of 2D scalar elevation maps without additional layers of information is a limitation

the work presented. With access to more advanced baseline algorithms and terrain datasets,

models could be developed incorporating a wider range of sensor data. The visual texture of

terrain could be used alongside its geometrical shape for example. The biggest limitation of

the ML cost-mapping technique described in this work is the need for an existing algorithm for

supervised learning. This not only limits the ML solution to imitating this algorithm but also

requires this algorithm to exist. A more ambitious study could use Reinforcement Learning and

a high fidelity rover simulation to train a cost-mapping model from experience. This technique

would remove the need for a baseline algorithm and potentially produce cost-maps which more

accurately matched reality than traditional approaches.

The TFMin tool presented in Chapter 4 provides a useful framework for developing customised

ML deployment systems. The open source version includes reference Op-Kernels which

implement the most common ML operations, however more efficient algorithms do exist.

Alongside the commercial development being considered by Airbus, the open source CMSIS

NN library released by ARM includes a set of Neural Network (NN) layer implementations

optimised for M series embedded processors. Adding this library to TFMin would result in far

more optimal code for these targets. This would benefit terrestrial ‘Edge-ML’ application as

well as lower cost space missions which use radiation tolerant ARM M series processors from

Vorago Technologies [138], Microchip [108] and others.

A second limitation of this tool is its dependence upon the Tensorflow library, the only importers

currently available are from TF sessions and exported TFL flatbuffers. Much cutting edge ML
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research today is being done using simpler higher level frameworks such as PyTorch, which

cannot be imported into TFMin at this time. The Open Neural Network Exchange (ONNX)

standard was developed to provide a shared standard for communicating ML models between

systems and has achieved widespread support among the frameworks used for research today.

Adding an ONNX front end to TFMin would vastly increase its potential user base and impact

within the ML community.

Chapter 5 presented the DMO and Operation-splitting memory optimisation algorithms which

reduce the memory requirement of inference models. As discussed in Section 5.4.3 this

algorithm is not compatible with multi-threaded execution in its current form. Given that all

but the smallest micro-controllers contain more than a single core these days, addressing this

limitation would allow this algorithm to be applied in a wide range of deployments.
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Appendix A

Detailed Cost-Mapping Model

Descriptions

A.1 Cnn-A Model

Layer Output Size Data Type Details

Input [1, 2601] float 32

Reshape [1, 51, 51, 1] float 32

Conv2D [1, 49, 49, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 48, 48, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 46, 46, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 23, 23, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 21, 21, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 20, 20, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 18, 18, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 9, 9, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 7, 7, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 3, 3, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 234] float 32

MatMul [1, 117] float 32 Weights [234, 117]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 117] float 32 Weights [117, 117]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 1] float 32 Weights [117, 1]

Bias added.

Squeeze [1] float 32

Output [1] float 32

Table A.1: Detailed description of Cnn-A model.
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A.2 Cnn-B Model

Layer Output Size Data Type Details

Input [1, 2601] float 32

Reshape [1, 51, 51, 1] float 32

Conv2D [1, 49, 49, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 48, 48, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 46, 46, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 23, 23, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 21, 21, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 20, 20, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 18, 18, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 9, 9, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 2106] float 32
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MatMul [1, 117] float 32 Weights [2106, 117]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 117] float 32 Weights [117, 117]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 1] float 32 Weights [117, 1]

Bias added.

Squeeze [1] float 32

Output [1] float 32

Table A.2: Detailed description of Cnn-B model.
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A.3 Cnn-C Model

Layer Output Size Data Type Details

Input [1, 2601] float 32

Reshape [1, 51, 51, 1] float 32

Conv2D [1, 49, 49, 3] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 48, 48, 3] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 46, 46, 7] float 32 Filter shape [3, 3, 3]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 23, 23, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 21, 21, 10] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 20, 20, 10] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 18, 18, 13] float 32 Filter shape [3, 3, 10]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 9, 9, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 1053] float 32
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MatMul [1, 59] float 32 Weights [1053, 59]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 59] float 32 Weights [59, 59]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 1] float 32 Weights [59, 1]

Bias added.

Squeeze [1] float 32

Output [1] float 32

Table A.3: Detailed description of Cnn-C model.
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A.4 Cnn-D Model

Layer Output Size Data Type Details

Input [1, 2601] float 32

Reshape [1, 51, 51, 1] float 32

Conv2D [1, 49, 49, 2] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 48, 48, 2] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 46, 46, 2] float 32 Filter shape [3, 3, 2]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 23, 23, 2] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 21, 21, 3] float 32 Filter shape [3, 3, 2]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 20, 20, 3] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 18, 18, 10] float 32 Filter shape [3, 3, 3]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 9, 9, 10] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 810] float 32
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MatMul [1, 300] float 32 Weights [810, 300]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 300] float 32 Weights [300, 300]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 1] float 32 Weights [300, 1]

Bias added.

Squeeze [1] float 32

Output [1] float 32

Table A.4: Detailed description of Cnn-D model.



A.5. Cnn-E Model 163

A.5 Cnn-E Model

Layer Output Size Data Type Details

Input [1, 2601] float 32

Reshape [1, 51, 51, 1] float 32

Conv2D [1, 49, 49, 3] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 24, 24, 3] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 22, 22, 5] float 32 Filter shape [3, 3, 3]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 11, 11, 5] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 9, 9, 13] float 32 Filter shape [3, 3, 5]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 4, 4, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 208] float 32

MatMul [1, 41] float 32 Weights [208, 41]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 41] float 32 Weights [41, 41]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 1] float 32 Weights [41, 1]

Bias added.
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Squeeze [1] float 32

Output [1] float 32

Table A.5: Detailed description of Cnn-E model.
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A.6 EncDec-A Model

Layer Output Size Data Type Details

Input [1, 3721] float 32

Reshape [1, 61, 61, 1] float 32

Conv2D [1, 59, 59, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 58, 58, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 56, 56, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 28, 28, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 26, 26, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 25, 25, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 23, 23, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 11, 11, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 9, 9, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 4, 4, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 416] float 32

MatMul [1, 461] float 32 Weights [416, 461]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 468] float 32 Weights [461, 468]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 6, 6, 13] float 32

TransposedConv2D [1, 11, 11, 1] float 32 Filter shape [6, 6, 13]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 11, 11, 1] float 32

Table A.6: Detailed description of EncDec-A model.
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A.7 EncDec-B Model

Layer Output Size Data Type Details

Input [1, 5041] float 32

Reshape [1, 71, 71, 1] float 32

Conv2D [1, 69, 69, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 68, 68, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 66, 66, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 33, 33, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 31, 31, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 30, 30, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 28, 28, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 14, 14, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 12, 12, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 6, 6, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 936] float 32

MatMul [1, 403] float 32 Weights [936, 403]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 396] float 32 Weights [403, 396]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 6, 6, 11] float 32

TransposedConv2D [1, 11, 11, 13] float 32 Filter shape [6, 6, 11]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 21, 21, 1] float 32 Filter shape [11, 11, 13]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 21, 21, 1] float 32

Table A.7: Detailed description of EncDec-B model.
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A.8 EncDec-C Model

Layer Output Size Data Type Details

Input [1, 8281] float 32

Reshape [1, 91, 91, 1] float 32

Conv2D [1, 89, 89, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 88, 88, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 86, 86, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 43, 43, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 41, 41, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 40, 40, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 38, 38, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 19, 19, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 17, 17, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 8, 8, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 1664] float 32

MatMul [1, 346] float 32 Weights [1664, 346]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 360] float 32 Weights [346, 360]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 6, 6, 10] float 32

TransposedConv2D [1, 11, 11, 13] float 32 Filter shape [6, 6, 10]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 21, 21, 7] float 32 Filter shape [11, 11, 13]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 41, 41, 1] float 32 Filter shape [21, 21, 7]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 41, 41, 1] float 32

Table A.8: Detailed description of EncDec-C model.
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A.9 EncDec-D Model

Layer Output Size Data Type Details

Input [1, 3721] float 32

Reshape [1, 61, 61, 1] float 32

Conv2D [1, 59, 59, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 58, 58, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 56, 56, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 28, 28, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 26, 26, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 25, 25, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 23, 23, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 11, 11, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 9, 9, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 4, 4, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 416] float 32

MatMul [1, 202] float 32 Weights [416, 202]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 216] float 32 Weights [202, 216]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 6, 6, 6] float 32

TransposedConv2D [1, 11, 11, 1] float 32 Filter shape [6, 6, 6]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 11, 11, 1] float 32

Table A.9: Detailed description of EncDec-D model.
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A.10 EncDec-E Model

Layer Output Size Data Type Details

Input [1, 5041] float 32

Reshape [1, 71, 71, 1] float 32

Conv2D [1, 69, 69, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 68, 68, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 66, 66, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 33, 33, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 31, 31, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 30, 30, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 28, 28, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 14, 14, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 12, 12, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 6, 6, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 936] float 32

MatMul [1, 202] float 32 Weights [936, 202]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 216] float 32 Weights [202, 216]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 6, 6, 6] float 32

TransposedConv2D [1, 11, 11, 13] float 32 Filter shape [6, 6, 6]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 21, 21, 1] float 32 Filter shape [11, 11, 13]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 21, 21, 1] float 32

Table A.10: Detailed description of EncDec-E model.
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A.11 EncDec-F Model

Layer Output Size Data Type Details

Input [1, 8281] float 32

Reshape [1, 91, 91, 1] float 32

Conv2D [1, 89, 89, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 88, 88, 7] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 86, 86, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 43, 43, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 41, 41, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 40, 40, 13] float 32 Stride: [1 1]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 38, 38, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 19, 19, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 17, 17, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 8, 8, 26] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Reshape [1, 1664] float 32

MatMul [1, 202] float 32 Weights [1664, 202]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 216] float 32 Weights [202, 216]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 6, 6, 6] float 32

TransposedConv2D [1, 11, 11, 13] float 32 Filter shape [6, 6, 6]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 21, 21, 7] float 32 Filter shape [11, 11, 13]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 41, 41, 1] float 32 Filter shape [21, 21, 7]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 41, 41, 1] float 32

Table A.11: Detailed description of EncDec-F model.
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A.12 EncDec-X Model

Layer Output Size Data Type Details

Input [1, 19321] float 32

Reshape [1, 139, 139, 1] float 32

Conv2D [1, 137, 137, 7] float 32 Filter shape [3, 3, 1]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 68, 68, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 66, 66, 7] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 33, 33, 7] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 31, 31, 13] float 32 Filter shape [3, 3, 7]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 15, 15, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]

Conv2D [1, 13, 13, 13] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

MaxPool [1, 6, 6, 13] float 32 Stride: [2 2]

Padding: VALID

Kernel size: [2 2]
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Conv2D [1, 4, 4, 26] float 32 Filter shape [3, 3, 13]

Padding: VALID

Stride: [1 1]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 416] float 32

MatMul [1, 807] float 32 Weights [416, 807]

Activation fn: Leaky Relu

Bias added.

MatMul [1, 864] float 32 Weights [807, 864]

Activation fn: Leaky Relu

Bias added.

Reshape [1, 12, 12, 6] float 32

TransposedConv2D [1, 23, 23, 13] float 32 Filter shape [12, 12, 6]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 45, 45, 13] float 32 Filter shape [23, 23, 13]

Padding: SAME

Stride: [2 2]

Activation fn: Leaky Relu

Bias added.

TransposedConv2D [1, 89, 89, 1] float 32 Filter shape [45, 45, 13]

Padding: SAME

Stride: [2 2]

Bias added.

Output [1, 89, 89, 1] float 32

Table A.12: Detailed description of EncDec-X model.
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Memory Optimisation Appendix

B.1 Tensorflow Lite Reference Operations

The following code has been taken from the open-source Tensorflow tool, they are from

commit hash a0c6417 of version 2.1.0. The core DepthwiseConv function is taken from

[lite/kernels/internal/reference/depthwiseconv float.h]. Supporting structure DepthwiseP-

arams and helper functions MatchingDim, ComputePadding and Offset are taken from

[lite/kernels/internal/types.h] and [lite/kernels/padding.h].

This code can be used to analyse the complete thread of execution that is performed by this

operation.

s t r u c t DepthwiseParams {
PaddingType p a d d i n g t y p e ;
Padd ingVa lues p a d d i n g v a l u e s ;
i n t 1 6 s t r i d e w i d t h ;
i n t 1 6 s t r i d e h e i g h t ;
i n t 1 6 d i l a t i o n w i d t h f a c t o r ;
i n t 1 6 d i l a t i o n h e i g h t f a c t o r ;
i n t 1 6 d e p t h m u l t i p l i e r ;
/ / u i n t 8 i n f e r e n c e params .
/ / TODO( b / 6 5 8 3 8 3 5 1 ) : Use s m a l l e r t y p e s i f a p p r o p r i a t e .
i n t 3 2 i n p u t o f f s e t ;
i n t 3 2 w e i g h t s o f f s e t ;
i n t 3 2 o u t p u t o f f s e t ;
i n t 3 2 o u t p u t m u l t i p l i e r ;
i n t o u t p u t s h i f t ;
/ / u i n t 8 , e t c , a c t i v a t i o n params .
i n t 3 2 q u a n t i z e d a c t i v a t i o n m i n ;
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i n t 3 2 q u a n t i z e d a c t i v a t i o n m a x ;
/ / f l o a t a c t i v a t i o n params .
f l o a t f l o a t a c t i v a t i o n m i n ;
f l o a t f l o a t a c t i v a t i o n m a x ;

} ;

/ / Get common shape dim , DCHECKing t h a t t h e y a l l a g r e e .
i n l i n e i n t MatchingDim ( c o n s t Runt imeShape& shape1 , i n t index1 ,

c o n s t Runt imeShape& shape2 , i n t i nd ex 2 ) {
TFLITE DCHECK EQ ( shape1 . Dims ( in dex 1 ) , shape2 . Dims ( in de x2 ) ) ;
r e t u r n shape1 . Dims ( i nd ex 1 ) ;

}

i n l i n e i n t ComputePadding ( i n t s t r i d e , i n t d i l a t i o n r a t e , i n t i n s i z e ,
i n t f i l t e r s i z e , i n t o u t s i z e ) {

i n t e f f e c t i v e f i l t e r s i z e = ( f i l t e r s i z e − 1) ∗ d i l a t i o n r a t e + 1 ;
i n t padd ing = ( ( o u t s i z e − 1) ∗ s t r i d e +

e f f e c t i v e f i l t e r s i z e − i n s i z e ) / 2 ;
r e t u r n padd ing > 0 ? padd ing : 0 ;

}

i n l i n e i n t O f f s e t ( c o n s t Runt imeShape& shape , i n t i0 , i n t i1 , i n t i2 , i n t i 3 ) {
TFLITE DCHECK EQ ( shape . Dimens ionsCount ( ) , 4 ) ;
c o n s t i n t ∗ d i m s d a t a = r e i n t e r p r e t c a s t <c o n s t i n t ∗>( shape . DimsDataUpTo4D ( ) ) ;
TFLITE DCHECK ( i 0 >= 0 && i 0 < d i m s d a t a [ 0 ] ) ;
TFLITE DCHECK ( i 1 >= 0 && i 1 < d i m s d a t a [ 1 ] ) ;
TFLITE DCHECK ( i 2 >= 0 && i 2 < d i m s d a t a [ 2 ] ) ;
TFLITE DCHECK ( i 3 >= 0 && i 3 < d i m s d a t a [ 3 ] ) ;
r e t u r n ( ( i 0 ∗ d i m s d a t a [ 1 ] + i 1 ) ∗ d i m s d a t a [ 2 ] + i 2 ) ∗ d i m s d a t a [ 3 ] + i 3 ;

}

i n l i n e vo id DepthwiseConv (
c o n s t DepthwiseParams& params , c o n s t RuntimeShape& i n p u t s h a p e ,
c o n s t f l o a t ∗ i n p u t d a t a , c o n s t Runt imeShape& f i l t e r s h a p e ,
c o n s t f l o a t ∗ f i l t e r d a t a , c o n s t Runt imeShape& b i a s s h a p e ,
c o n s t f l o a t ∗ b i a s d a t a , c o n s t Runt imeShape& o u t p u t s h a p e ,
f l o a t ∗ o u t p u t d a t a ) {

c o n s t i n t s t r i d e w i d t h = params . s t r i d e w i d t h ;
c o n s t i n t s t r i d e h e i g h t = params . s t r i d e h e i g h t ;
c o n s t i n t d i l a t i o n w i d t h f a c t o r = params . d i l a t i o n w i d t h f a c t o r ;
c o n s t i n t d i l a t i o n h e i g h t f a c t o r = params . d i l a t i o n h e i g h t f a c t o r ;
c o n s t i n t p a d w i d t h = params . p a d d i n g v a l u e s . wid th ;
c o n s t i n t p a d h e i g h t = params . p a d d i n g v a l u e s . h e i g h t ;
c o n s t i n t d e p t h m u l t i p l i e r = params . d e p t h m u l t i p l i e r ;
c o n s t f l o a t o u t p u t a c t i v a t i o n m i n = params . f l o a t a c t i v a t i o n m i n ;
c o n s t f l o a t o u t p u t a c t i v a t i o n m a x = params . f l o a t a c t i v a t i o n m a x ;
TFLITE DCHECK EQ ( i n p u t s h a p e . Dimens ionsCount ( ) , 4 ) ;
TFLITE DCHECK EQ ( f i l t e r s h a p e . Dimens ionsCount ( ) , 4 ) ;
TFLITE DCHECK EQ ( o u t p u t s h a p e . Dimens ionsCount ( ) , 4 ) ;

c o n s t i n t b a t c h e s = MatchingDim ( i n p u t s h a p e , 0 , o u t p u t s h a p e , 0 ) ;
c o n s t i n t o u t p u t d e p t h = MatchingDim ( f i l t e r s h a p e , 3 , o u t p u t s h a p e , 3 ) ;
c o n s t i n t i n p u t h e i g h t = i n p u t s h a p e . Dims ( 1 ) ;
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c o n s t i n t i n p u t w i d t h = i n p u t s h a p e . Dims ( 2 ) ;
c o n s t i n t i n p u t d e p t h = i n p u t s h a p e . Dims ( 3 ) ;
c o n s t i n t f i l t e r h e i g h t = f i l t e r s h a p e . Dims ( 1 ) ;
c o n s t i n t f i l t e r w i d t h = f i l t e r s h a p e . Dims ( 2 ) ;
c o n s t i n t o u t p u t h e i g h t = o u t p u t s h a p e . Dims ( 1 ) ;
c o n s t i n t o u t p u t w i d t h = o u t p u t s h a p e . Dims ( 2 ) ;
TFLITE DCHECK EQ ( o u t p u t d e p t h , i n p u t d e p t h ∗ d e p t h m u l t i p l i e r ) ;
TFLITE DCHECK EQ ( b i a s s h a p e . F l a t S i z e ( ) , o u t p u t d e p t h ) ;

f o r ( i n t b = 0 ; b < b a t c h e s ; ++b ) {
f o r ( i n t o u t y = 0 ; o u t y < o u t p u t h e i g h t ; ++ o u t y ) {

f o r ( i n t o u t x = 0 ; o u t x < o u t p u t w i d t h ; ++ o u t x ) {
f o r ( i n t i c = 0 ; i c < i n p u t d e p t h ; ++ i c ) {

f o r ( i n t m = 0 ; m < d e p t h m u l t i p l i e r ; m++) {
c o n s t i n t oc = m + i c ∗ d e p t h m u l t i p l i e r ;
c o n s t i n t i n x o r i g i n = ( o u t x ∗ s t r i d e w i d t h ) − p a d w i d t h ;
c o n s t i n t i n y o r i g i n = ( o u t y ∗ s t r i d e h e i g h t ) − p a d h e i g h t ;
f l o a t t o t a l = 0 . f ;
f o r ( i n t f i l t e r y = 0 ; f i l t e r y < f i l t e r h e i g h t ; ++ f i l t e r y ) {

f o r ( i n t f i l t e r x = 0 ; f i l t e r x < f i l t e r w i d t h ; ++ f i l t e r x ) {
c o n s t i n t i n x = i n x o r i g i n + d i l a t i o n w i d t h f a c t o r ∗ f i l t e r x ;
c o n s t i n t i n y =

i n y o r i g i n + d i l a t i o n h e i g h t f a c t o r ∗ f i l t e r y ;
/ / I f t h e l o c a t i o n i s o u t s i d e t h e bounds o f t h e i n p u t image ,
/ / use z e r o as a d e f a u l t v a l u e .
i f ( ( i n x >= 0) && ( i n x < i n p u t w i d t h ) && ( i n y >= 0) &&

( i n y < i n p u t h e i g h t ) ) {
f l o a t i n p u t v a l u e =

i n p u t d a t a [ O f f s e t ( i n p u t s h a p e , b , i n y , i n x , i c ) ] ;
f l o a t f i l t e r v a l u e = f i l t e r d a t a [ O f f s e t (

f i l t e r s h a p e , 0 , f i l t e r y , f i l t e r x , oc ) ] ;
t o t a l += ( i n p u t v a l u e ∗ f i l t e r v a l u e ) ;

}
}

}
f l o a t b i a s v a l u e = 0 . 0 f ;
i f ( b i a s d a t a ) {

b i a s v a l u e = b i a s d a t a [ oc ] ;
}
o u t p u t d a t a [ O f f s e t ( o u t p u t s h a p e , b , ou t y , ou t x , oc ) ] =

Ac t iva t ionFunc t ionWi thMinMax ( t o t a l + b i a s v a l u e ,
o u t p u t a c t i v a t i o n m i n ,
o u t p u t a c t i v a t i o n m a x ) ;

}
}

}
}

}
}
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[45] Elisabete Fernandes, Pedro Costa, José Lima, and Germano Veiga. Towards an orientation
enhanced astar algorithm for robotic navigation. In 2015 IEEE International Conference
on Industrial Technology (ICIT), pages 3320–3325. IEEE, 2015.

[46] Paolo Ferri and E Sorensen. Automated mission operations for rosetta. In Proceeding
of the Fifth International Symposium on Space Mission Operations and Ground Data
System: SpaceOps, volume 98. Citeseer, 1998.

[47] David Fofi, Tadeusz Sliwa, and Yvon Voisin. A comparative survey on invisible structured
light. In Machine vision applications in industrial inspection XII, volume 5303, pages
90–98. International Society for Optics and Photonics, 2004.

[48] The European Cooperation for Space Standardization. ECSS-E-ST-40C Software Engi-
neering. ESA, 2009.

[49] The European Cooperation for Space Standardization. ECSS-Q-ST-80C Software Product
Assurance. ESA, 2009.

[50] Huan Fu, Mingming Gong, Chaohui Wang, Kayhan Batmanghelich, and Dacheng Tao.
Deep ordinal regression network for monocular depth estimation. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pages 2002–2011, 2018.

[51] Cobham Gaisler. Gr-cpci-gr740 quad-core leon4ft development board. https://www.
gaisler.com/index.php/products/boards/gr-cpci-gr740.

[52] Cobham Gaisler. Gr740 quad-processor leon4ft system-on-chip overview. http://
gaisler.com/doc/gr740/GR740-OVERVIEW.pdf.

https://www.gaisler.com/index.php/products/boards/gr-cpci-gr740
https://www.gaisler.com/index.php/products/boards/gr-cpci-gr740
http://gaisler.com/doc/gr740/GR740-OVERVIEW.pdf
http://gaisler.com/doc/gr740/GR740-OVERVIEW.pdf


BIBLIOGRAPHY 187

[53] Jiri Gaisler and Konrad Eisele. Bcc-bare-c cross-compiler users manual. Aeroflex Gaisler
AB, 2012.

[54] David Gallup, Jan-Michael Frahm, Philippos Mordohai, and Marc Pollefeys. Variable
baseline/resolution stereo. In 2008 IEEE conference on computer vision and pattern
recognition, pages 1–8. IEEE, 2008.

[55] Alan D George and Christopher M Wilson. Onboard processing with hybrid and re-
configurable computing on small satellites. Proceedings of the IEEE, 106(3):458–470,
2018.

[56] Spyros Gidaris and Nikos Komodakis. Detect, replace, refine: Deep structured prediction
for pixel wise labeling. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 5248–5257, 2017.
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Lee, B Despont, Bernd Schäfer, and Richard Slade. Development of the exomars chassis
and locomotion subsystem. In Proc. of The 9th International Symposium on Artificial
Intelligence, Robotics and Automation in Space (iSAIRAS). Eidgenössische Technische
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