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Abstract

The challenge of novel view synthesis involves generating new synthetic images from
different points of view based on existing views. This task is essential for various creative
endeavours, like computer graphics, free viewpoint video, and media production. The
primary motivation driving our research lies within television production and event
coverage of resource-constrained events, where ideal camera positions are often limited.
Our goal is to overcome physical limitations by computationally generating optimal
camera views. However, this task comes with its own set of challenges, including
constraints on the number of available cameras and specialised equipment, feasible
camera positions, and computational resources. The task of novel view synthesis is
intrinsically ill-posed, as there exist many equally valid solutions to a single problem,
and the presence of these physical constraints further amplifies the uncertainty and
ambiguity of the problem. Traditional computer vision methods struggle to capture
scene semantics and reconstruct high ambiguity areas given a sparse set of inputs.
Instead, we harness the power of generative deep learning algorithms to recreate realistic
and consistent novel content.
We first delve into inpainting techniques designed to fill the information gaps resulting
from disocclusions caused by the camera change of perspective. Our research begins
with a stereo camera scenario, wherein the inpainting model learns to see behind objects
and reconstruct the disocclusion holes while ensuring consistency across cameras. We
introduce a novel deep learning framework that transforms the inpainting problem into
a self-supervised task. This involves the use of a bank of geometrically-meaningful
object masks, comprising context and synthesis areas used to create virtual objects
on our datasets. The network then recovers image content by propagating textures
and structures in these synthesis areas, conditioned on the information available in the
context regions. Multi-camera consistency is achieved by leveraging the stereo-camera
object context and the introduction of a disparity-based training loss.
Subsequently, our research explores more complex and realistic event capture scenarios
and camera arrangements, including larger baseline changes and different camera planes.
This new setting results in more significant disocclusions in areas unseen by any camera
input. To address this, we study sparse scene-agnostic representation methods based
on Neural Radiance Fields, which facilitate generalisation from a limited number of
input views, suitable for both static and dynamic scenes. We employ convolutional
encoding volumes to aid the networks in learning general geometry and motion priors.
To enhance our system’s creative capabilities, we also leverage adversarial training to
hallucinate novel and diverse content in missing areas. This allows us to represent and
render new points of view without the need for scene-specific optimisation.

Key words: Novel View Synthesis, Image Inpainting, Stereo Inpainting, Adversarial
Training, Neural Radiance Fields, Neural Rendering, Computational Wizardry
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Chapter 1

Introduction

Creativity is an essential characteristic of human intelligence. It allows us to come up

with ideas, alternatives, or possibilities, to be able to create, communicate, discover, and

solve problems. Artificial Intelligence (AI) has come a long way in recent years trying

to mimic human perception, understanding, reasoning, and creativity. In particular,

the field of computer vision is booming with the rise of Deep Learning (DL) and

generative techniques. These approaches use the power of Deep Neural Networks (DNNs)

to automatically extract features from data, reducing the need for complex feature

engineering, and allowing AI models to better understand and create content.

Generative networks are used to generate new data samples that are similar to a

given dataset. These models can be used to generate new data based on certain cues,

edit existing data, or recover missing information. Notably, deep generative methods

have facilitated advancements in many topics which were traditionally challenging for

machine learning approaches, such as image restoration, style transfer, 3D modelling

and inpainting. These techniques have a wide application in many creative areas

like computational photography, virtual and augmented reality (VR/AR), and media

production.

For this work, we focus on one such application, Novel View Synthesis (NVS). The

objective of this task is to generate new synthetic images from new points of view,

given one or many views of a scene. This task poses many challenges, as it is an

1
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intrinsically ill-posed problem which suffers from uncertainty and ambiguity. Images are

two-dimensional projections of the three-dimensional real world. It is our own human

stereo cameras (the eyes) that allow us to have a sense of depth and 3D space. Although

optical illusions exist for human perception, we can usually rely on our understanding of

the world to reason about scenes. A lot of effort has been directed towards helping AI

replicate this reasoning. To tackle these problems, new DL approaches need to gather a

deep understanding of the scene by encoding the semantics of the input views. This is

necessary to be able to extract and extrapolate information from the inputs, to reason

about the structure and appearance of a scene.

In this thesis, we aim to approach the problem of NVS as one of image generation.

Our objective is to build a DL pipeline that can take advantage of nearby views to

reconstruct missing content. More precisely, we focus on developing techniques that can

be applied to video, and can work using only a few input views and generalise well to

unseen scenes.

1.1 Motivation

Figure 1.1: Ed system. BBC’s automated editing tool which combines different

machine learning algorithms for creating edited coverage of live events. Ed takes raw

camera feeds, and cuts and crops between them to create a “virtual camera” view.



1.1. Motivation 3

The ideal staging for television production can only be found in professional TV studios.

In these studios, producers have control over many variables that they modify to create

the best results. This can be the lighting, the arrangement of the stage and people, or

the camera positions for optimal framing. But access to these studios is not always an

option. For example, for live events recorded in venues like theatres, the best viewpoints

may be taken by the audience (Figure 1.2). For more independent or low-budget events,

the resources are limited, and producers have to work with what they have. It would

be very convenient if there were a computational way of overcoming these physical

limitations.

Figure 1.2: Radio theatre example. Optimal camera viewpoint, indicated in purple,

is located in the audience.

This project is funded by the British Broadcasting Corporation (BBC), seeking a

potential extension to their Ed system [1, 2] (Figure 1.1). Ed is an AI system that

combines different machine learning tools for creating edited coverage of live events

(Figure 1.3). Its inputs are high-resolution locked-off cameras that are deployed at

venues with live audiences. The system then creates “virtual camera” views by cropping

these raw camera feeds and cuts between them to produce output. In real-world



4 Chapter 1. Introduction

deployments, camera positioning is commonly constrained to suboptimal positions and

is very dependant on the venue and space available. Having the ability to synthesise

more favourable camera views that were physically untenable would give the Ed system

more directorial control (for example, positioning the view from the middle of the

audience). Furthermore, it would enable producers to perform more complicated and

artistic shots that may not be feasible with their limited resources (e.g. aerial images).

(a) Framing selection (b) Gaze detection

(c) Face detection and landmarking (d) Speech detection

Figure 1.3: Ed system features. The Ed system can take decisions about shots and

framing depending on multiple factors, e.g., who is speaking, where people are looking,

the arrangment of people and objects of the scene.

The motivations for this system are to make professional video production more accessible

to smaller independent crews with limited budgets, simplify production for novice users,

and increase the scope and scale of the BBC’s coverage. In particular, the BBC are

interested in applying this system to cover large-scale independent events like the

Edinburgh festival.

Looking into the future, AI-based production tools benefiting from NVS technologies

promise a radical transformation in content creation and consumption. These may be
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used in producing all kinds of media, from panel shows to high-end dramas, to allow

for viewpoints to be chosen independently of camera location. Similar techniques are

currently used in sport replays, but as the technology matures, we might expect it to

eventually become suitable for presentation of live material. This would revolutionise

how audiences engage with content, which may include free-viewpoint consumption of

live events and the use of Extended Reality (XR) devices.

1.2 Challenges and objectives

This PhD will focus on two main applications of computer vision: Novel View Synthesis

(NVS) and inpainting. We will use NVS techniques to be able to create new virtual

camera points of view from the available cameras. The change of perspective from

one camera view to another creates image disocclusions, the gap of information that

was occluded by the scene’s objects and is now visible from another point of view.

Recovering consistent content from partial-occlusions, where content may be occluded in

some input views but visible in others, is challenging. The task is even more problematic

when these occlusions are full, creating areas where no input view can see. The recovery

of this completely unseen content by using techniques like image inpainting is a complex

endeavour that requires a deep understanding of the scene. The goal of inpainting is to

fill in the gaps with realistic and plausible content that is consistent and pleasant to the

human eye.

As this work’s motivation lies within television production, and, in particular, we are

interested in contributing towards accessible and cost-effective AI video editing tools,

we need to find an approach that can be easily applied to video recorded with limited

resources. Factors such the availability of cameras or specialised equipment, recording

locations, and computational resources, are key challenges that our proposed system

needs to overcome. Therefore, we are looking at efficient approaches that can operate in

general settings, and that can create novel content from very few and sparse input views.

Unfortunately, the essentially ill-defined NVS problem suffers from even more ambiguity

and uncertainty when the number of available views is reduced, and the camera baseline

expands, resulting in larger disocclusions. This complexity is particularly pronounced
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when modelling the temporal component of videos, having to ensure the consistency of

the generated content not only across viewpoints, but also over time.

These challenges provide a natural set of objectives which set a path to the overall aim

of this thesis. These objectives are:

1. Explore the use of generative inpainting techniques to the application of novel

view synthesis.

2. Develop a generative deep learning framework that exploits multi-view camera

information and can generate novel content in unobserved regions avoiding visual

artefacts.

3. Provide view-synthesis models with a generalisation mechanism to be applicable

to diverse and sparse camera setups in varied scenes.

4. Explore the temporal consistency and generalisation of videos for the view synthesis

problem.

1.3 Contributions

To fulfil these objectives, this thesis introduces a series of technical contributions.

This section will provide an overview of the chapters in this thesis and outline our

contributions and how they relate to the proposed objectives.

Chapter 2 – Literature Review

In this chapter we present a comprehensive survey of literature on inpainting and

novel view synthesis. We start by giving an overview of traditional inpainting methods

and how techniques have evolved with the introduction of DL approaches. We follow

a similar outline for NVS methods, and focus on scene representations apt for this

task. Then we finish the chapter with a section that follows dynamic approaches to

applications from Free Viewpoint Video (FVV) to NVS.
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Chapter 3 – SaiNet: Stereo aware inpainting behind objects with generative

networks

To address Objective 1, we present an end-to-end network for stereo-consistent image

inpainting with the aim of recovering large missing regions behind objects. The proposed

model consists of an edge-guided UNet-like network [134] using Partial Convolutions [87].

We enforce multi-view stereo consistency by introducing a disparity loss. More impor-

tantly, we develop a training scheme where the model is learned from realistic stereo

masks representing object occlusions, instead of the more common random masks. The

technique is trained in a self-supervised way. Our evaluation shows competitive results

compared to previous state-of-the-art techniques.

This work was accepted and presented at the AI for Content Creation (AI4CC) workshop

at the Conference on Computer Vision and Pattern Recognition (CVPR) 2022 [42].

Chapter 4 – SVS: Adversarial refinement for sparse novel view synthesis

To tackle Objectives 2 and 3, we introduce the challenge of Sparse View Synthesis (SVS).

This is a view synthesis problem where the number of reference views is limited, and the

baseline between target and reference view is significant. Neural rendering approaches

like NeRFs [104] have become very popular due to their photo-realistic results. However,

they tend to be very expensive, requiring a multitude of input views and a very long per-

scene optimisation process. Furthermore, under the SVS conditions, current radiance

field methods fail catastrophically due to inescapable artefacts such 3D floating blobs,

blurring and structural duplication.

Advances in network architecture and loss regularisation are unable to satisfactorily

remove these artefacts. The large occlusions within the scene ensure that the true

contents of these regions is simply not available to the model. In this work, we instead

focus on hallucinating plausible scene contents within such regions, while additionally

tackling the need for overfitting to specific scenes. To this end we unify general radiance

field models [15] with adversarial learning [45] and perceptual losses. The resulting

system provides up to 60% improvement in perceptual accuracy compared to current

state-of-the-art radiance field models on this problem.
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This work has been published at the British Machine Vision Conference (BMVC)

2022 [43] and presented at AI4CC at CVPR 2023.

Chapter 5 – ZeST-NeRF: Using temporal aggregation for Zero-Shot Temporal

NeRFs

Finally, to approach Objective 4, we extend our static NVS model to the processing

of dynamic scenes. Previous models have focused on implicitly representing static

and dynamic scenes using NeRF [104]. These models achieve impressive results but

are costly at training and inference time. They overfit a MLP to describe the scene

implicitly as a function of position. In this chapter, we propose ZeST-NeRF, a new

approach that can produce temporal NeRFs for new scenes without retraining. We

can accurately reconstruct novel views using multi-view synthesis techniques and scene

flow-field estimation, trained only with unrelated scenes. We demonstrate how existing

state-of-the-art approaches from a range of fields cannot adequately solve this new

task and demonstrate the efficacy of our solution. The resulting network improves

quantitatively by 15% and produces significantly better visual results.

This work was published and presented at the Video Understanding and its Applications

(VUA) workshop at BMVC 2023 [44].

Chapter 6 – Conclusion and Future Work

Lastly, we summarise the findings of this thesis in the conclusion chapter, and discuss

potential directions for future work.



Chapter 2

State-of-the-Art

The contributions of this thesis involve the use of Novel View Synthesis (NVS) techniques,

to interpolate and extrapolate virtual camera views from new perspectives, and image

inpainting, to recover the missing information caused by dis-occlusions. In this chapter,

we present a comprehensive review of the techniques in each of these fields. Then, in

the last section of this review, we provide an insight on dynamic approaches that bring

these techniques to the application of video processing.

2.1 Inpainting

Image inpainting is the task of filling in the missing regions of an image plausibly. It

has many vital applications in computer vision, and image and video processing: the

removal of unwanted objects (e.g. superimposed text), image and film restoration (e.g.

scratches or cracks), image completion (e.g. dis-occlusions), cinema post-production,

among others. Despite the impressive advancements in the field, image inpainting is

still a challenging problem. It requires a high-level understanding of scenes to be able to

synthesise visually realistic and semantically coherent missing regions, which becomes

progressively more difficult with the size increase of the missing holes and the complexity

of the scene.

Traditionally, inpainting has been divided focusing on two main image characteristics,

structure (edges/corner) and texture (surface patterns).

9
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2.1.1 Structural inpainting

Structural inpainting centres on the uniformity of the geometrical structure of the

images, trying to preserve limits and edges. For this purpose, the seminal work of

Bertalmio et al. [7] presented a diffusion-based technique (note this was prior to the

growth of deep learning and is not a diffusion network) that attempted to replicate the

strokes of professional painting conservators. Their approach uses Partial Differential

Equations to propagate local image structures from the exterior to the interior of the

missing hole, following the direction of isophotes. Classical diffusion-based methods are

useful for completing small or narrow regions, like cracks or scratches on old photographs,

and in general, preserve unconnected edges. But they are not suitable for recovering

the missing information over large areas, as they cannot capture the texture of objects

and instead produce blurred outcomes.

2.1.2 Texture inpainting

Textured images contain rich statistical content; therefore, methods that aim to recon-

struct texture need to exploit image statistical and self-similarity priors. To synthesise a

new texture, statistical-based methods like Heeger and Bergen [52] typically start with an

output image containing pure noise, and keep perturbing that image until its statistics

match the estimated statistics of the input texture. However, they can synthesise only

textures which are highly stochastic and usually fail to do so for inhomogeneous textures

containing structure. The seminal work of Efros and Leung [32] introduced a method

where the texture to be synthesised is learned from similar regions (samples) from a

known part of the image, and stitched back together, growing the reconstructed texture

one pixel at a time. However, this technique suffers from a high computational cost,

error propagation and the generation of unnatural repetitive patterns.

2.1.3 Hybrid models

Nonetheless, natural images contain a mixture of complex structures and textures, con-

sequently creating the need for hybrid methods which combine both types of inpainting.
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Bertalmio et al. [8] proposed a hybrid algorithm which decomposes the original image

into two components, one with structural attributes and another with textural qualities,

which are then inpainted using structural [7] and texture inpainting [32] respectively,

and subsequently combined into an output image. A similar but more straightforward

and faster hybrid approach was proposed by Criminisi et al. [24], where they proved

that exemplar-based texture synthesis is sufficient for propagating extended linear image

structures (like object boundaries). They prioritised the synthesis of regions on the

continuation of image structures in their filling algorithm. One standard handicap of

these techniques lies on the greediness of the algorithms, once the filling-in of the patch

is done, that patch remains unchanged, which may lead to visual inconsistencies.

2.1.4 Patch-based approaches

Instead of synthesising the regions pixel by pixel, patch-based solutions are introduced to

copy entire areas in one step. To improve the searching of suitable patches, Simakov et al.

[146] use bidirectional similarity to capture the visual information of the patches and to

avoid introducing visual artefacts. However, this technique is relatively slow and cannot

be used for real-time applications. To reduce the computational cost, PatchMatch [3]

designed a fast nearest neighbour searching algorithm using natural coherence in the

imagery as prior information to find the best fitting patch. Patch-based methods can

generate photorealistic textures for relatively large missing holes, and they may work

well in some images with repetitive structures, but they lack semantic awareness. They

assume that the non-hole regions have similar semantic contents with the missing regions,

which may not be accurate in some tasks with unique structures, such as face image

inpainting. To find patches that are similar and contain different but valid semantics,

some approaches have included the use of external databases [49, 172]. These techniques

were meant for removing whole objects and do not perform well filling arbitrary holes

that partially occluded objects. Also, they depend significantly on the contents of the

databases that may not contain a similar image to the target image.
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2.1.5 Semantic inpainting

With the advancements of Deep Learning and the availability of large-scale training

data, deep Convolutional Neural Networks (CNNs) became a popular tool for image

processing. Initial CNN models attempted to perform image inpainting by using feature

learning with Denoising Autoencoders [177], translation variant interpolation [131], or

exploiting the shape of the masks [76]. Yet all these methods were only applicable

to tiny and thin masks and lacked semantic understanding of the scenes. With the

addition of Generative Adversarial Networks (GANs) [45], CNN architectures were able

to extract meaningful semantics from images and generating novel content. One of the

early attempts by Pathak et al. [123] takes advantage of GANs for inpainting by feature

learning. Their Context Encoder (CE) architecture consisted of an encoder-decoder,

where the decoder generated the contents of a missing image region conditioned on its

surroundings. It is based on a latent feature representation created by the encoder and

connected to the decoder through a channel-wise fully-connected layer, which allows each

unit in the decoder to reason about the entire image content. They found this model

captured the semantics of structures, as well as their appearance. By jointly training

their network with an adversarial loss in addition to a reconstruction (L2) loss, the

model learns sharper more realistic patches. CE only takes advantage of the structure

of holes during training but not during inference, resulting in blurry or unrealistic

images. Instead, Yeh et al. [183] perform semantic inpainting using the latent space

of a trained GAN to find the closest encoding to the corrupted image, which is then

used to reconstruct the image using a generator. One of the significant advantages of

their method is that it does not require the masks for training and can be applied for

arbitrarily structured missing regions during inference. Although compared with CE,

this method generates more realistic images with sharper edges, it relies too strongly on

the training process, making it difficult to represent complex scenes in the world. While

the CE discriminator did not take into account the context boundary, so it struggled to

maintain global consistency and often generated results with visual artefacts. Iizuka et

al. [60] solved this problem by using both local and global context discriminators, which

helped the local consistency of generated patches and still maintained overall image

coherence. Their work handled arbitrary resolutions and image holes by using a fully
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convolutional network with dilated convolutions, unlike CE [123] which only applies to

128× 128 fixed-size images with 64× 64 centred holes. Despite the visual improvements

concerning previous works, their model sometimes generated colour inconsistencies,

which they solved by applying a post-processing step of fast marching method and

Poisson blending. Dilated convolutions are not very effective for representing spatial

correlations, and may not be able to weigh the importance of some features over others.

Based on a similar architecture to [60], Yu et al. [187] added a contextual attention

layer to aid the modelling of long-term correlations between the distant contextual

information and the hole regions. They substituted the post-processing blending with

a refinement network (that adds the detailed information) as well as using a spatially

discounted reconstruction loss. This gives more weight to the pixels closer to the border,

which improves training stability and speed, being able to train the network in a week

instead of months.

2.1.6 Learnable convolutions

Traditional vanilla convolutions are applied naively to both image and inpainting holes,

consequently, their learned values depend on the initialisation values of both the images

(valid pixels) and the holes (invalid pixels). This process usually leads to visual artefacts

(lack of texture, obvious colour contrasts, or mismatched edges), needing the application

of expensive post-processing or refinement networks. To produce an integrated stand-

alone smooth model, Liu et al. [87] proposed a U-Net-like architecture [134], with

partial convolutions: masked and re-normalised convolutional filters conditioned only

on valid pixels. Previous works focused on centred rectangular holes, which may cause

methods to overfit to this kind of mask. Their method was generalised to handle more

realistic irregular holes, collecting a large benchmark of irregular masks with varying

sizes and locations, and studying the effects when the holes are in contact with the

image border. They significantly improved results from previous baselines, but still

failed especially on cases when holes are large and involve different segments of an image,

or when they have strong structure or contours. Yu et al. [186] extended the idea of

partial convolutions with gated convolutions by generalising to a learnable dynamic

features selection mechanism for each location across all layers. Unlike Liu et al. [87]



14 Chapter 2. Literature Review

who adopted a U-Net-like network, Yu et al. [186] continued with a similar architecture

from their previous contextual attention work [187]. Whilst they moved away from

global and local GANs, which are more relevant for single regular masks, and introduced

SN-PatchGAN, a patch-based GAN loss with spectral-normalisation. Another main

contribution was their inclusion of a sketch as a guide to the network to generate

more user-desired results. They evaluated their model on Places2 and CelebA-HQ,

showing that it performs well in natural scenes and faces. They also introduced a simple

algorithm to automatically generate random free-form masks on-the-fly during training,

which creates masks that are similar to those drawn in real use-cases, efficient, and

diverse to avoid over-fitting, while Liu et al. [87] collected a fixed set of irregular masks

from an occlusion estimation method.

2.1.7 Structural deep learning

Although these methods show impressive improvements in image inpainting, many

fail to reconstruct reasonable structures and usually over-smooth surfaces. With a

two-stage adversarial model, EdgeConnect [109] tries to generate structures by using

additional prior information, firstly recovering edges of the missing regions, and then

filling in the fine detail using the edge maps as a priori. However, the distribution of

edge images differs substantially from the distribution of the target images, discarding

too much useful information (e.g. colours), making it challenging to generate detailed

textures especially in the boundaries of objects. To solve this, StructureFlow [132]

presents a similar model to EdgeConnect but using edge-preserved smooth images as the

global structure information. They also introduce the use of appearance flow to model

long-term corrections between missing regions and existing regions for vivid texture

generation.

2.1.8 Diffusion models

In the last few years, diffusion probabilistic models have appeared as a popular new

trend of generative models showing impressive results. These models have proved to

produce higher-quality content compared to other generative methods like Variational
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Auto Encoders (VAEs) and normalising flows. Furthermore, they are very simple to

train, as opposed to GANs which are highly unstable and can cause problems with

vanishing gradients or mode collapse. In the original paper, Sohl-Dickstein et al. [150]

propose using the diffusion process from nonequilibrium thermodynamics principles to

model data. This approach uses tractable small steps to destroy structure in a data

distribution by adding Gaussian noise. Then it uses a neural network to learn a reverse

diffusion process, where the network restores the structure in the data. More recently,

Ho et al. [54] take this concept to the field of image synthesis by combining diffusion

probabilistic models with denoising score matching. They reparameterise diffusion

models to learn the noise of an image at a certain time step, by using a U-Net [134]

architecture with group normalisation [174] and self-attention layers [165]. To feed the

time information into the network, they apply a sinusoidal embedding [165] to the time

step. The noise is sampled at each time step by scaling the variance and mean using

a linear scheduler to avoid the variance exploding. Nichol and Dhariwal [112] further

improve this model by using a cosine scheduler instead of a linear one. This destroys

the image information more slowly, allowing the model to retain more information in

the later stages of diffusion. In addition, they learn both the variance and the mean

of the image noise, which leads to improvements in the log-likelihood. In a follow-up

paper, Dhariwal and Nichol [27] heavily improve the outcome images by improving the

overall architecture. They change the size of the network, increase the attention blocks,

and use residual blocks from bigGAN [10] for upsampling and downsampling. They

also propose Adaptive Group Normalisation, which adds a linear projection of the time

step and class label onto the group normalisation layer. Moreover, they use a separate

classifier to guide the diffusion network generating images from a given class.

Even though diffusion models are used for all kind of generative modelling tasks, there has

been a significant surge of applications in the field of image synthesis. Many approaches

focus on tackling either one problem, or come up with a multi-task framework for

the tasks of text-to-image synthesis, image-to-image translation, image editing, image

super resolution, and image inpainting. Song et al. [151] proposes a pipeline based on

Stochastic Differential Equations (SDEs) and score-matching for noise injecting and

corresponding reverse-time noise removal, which can tackle a variety of inverse problems
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including inpainting. Likewise, Meng et al. [100] uses SDEs to build their SDEdit

model, which permits inpainting regions of an image conditioned on a rough sketch

or set of colours. Ho et al. [55] introduce a new framework for high resolution image

synthesis called Cascaded Diffusion Models (CDM). This process consists of multiple

diffusion model networks of increasingly higher resolution which are conditioned on

ImageNet [136] classes and the previous lower-resolution generated image. Saharia et al.

[137] propose Palette, a unified multi-task framework and evaluation protocol applied

to four different image-to-image translation tasks. In their experiments they show that

using an L2 loss leads to a higher degree of diversity in model samples, whereas L1

produces more conservative outputs. They also show the importance of self-attention

layers in the U-Net architecture of diffusion models. When trained directly on the

inpainting task, diffusion models can smoothly inpaint regions of an image without edge

artifacts. The GLIDE model by Nichol et al. [113] is a classifier-free conditional model

which provides better results than the alternative conditional models. Guidance of the

image generation process is simplified when conditioning on information that is difficult

to predict with a classifier. RePaint [92] instead features an enhanced denoising strategy

that uses resampling iterations to enhance the overall conditioning of the image.

Unfortunately, diffusion models have a critical downside, they are inherently slow to

sample from, needing a few thousand steps of iteration to generate images from pure

Gaussian noise. Chung et al. [21] suggest that starting the diffusion process from pure

Gaussian noise is unnecessary and slows the process. They show that it is enough to start

the process from a closer step where the target image has not been completely corrupted

with noise. Instead, Jing et al. [67] try to reduce the duration of the sampling process by

reducing dimensionality of the subspace onto which diffusion is realised at each time step.

With Denoising Diffusion Restoration Models (DDRM), Kawar et al. [72] propose an

efficient and unsupervised posterior sampling method. The model takes advantage of a

pre-trained denoising diffusion generative model for solving any linear inverse problem. In

order to allow for the training of diffusion models with limited computational resources,

some methods like Latent Diffusion Model (LDM) [133] have shifted the diffusion

process to the latent space using pre-trained autoencoders. ImageBART [34] improve

the sampling speed by using autoregressive factorised models to learn the inversion of a
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multinomial diffusion process. The individual transition probabilities are modelled using

independent autoregressive encorder-decoder transformers, which can attend to global

context from its preceding representation. ImageBART is capable of solving free-form

image inpainting problems given user-provided masks, as well as text-guided image

modification. Hu et al. [56] propose a non-autoregressive text-to-image model based on

a discrete Vector Quantised VAE where the latent space is modelled by a conditional

Denoising Diffusion Probabilistic Model [54]. This approach takes advantage of the

global context, which can be applied to irregular mask inpainting without re-training

for the specific task.

2.1.9 Stereo consistent inpainting

There is little research done on stereoscopic image inpainting in the framework of

deep learning. Following a similar trajectory to monocular approaches, traditional

patch-based methods [105, 106, 169] find example patches from the available parts

of the image and fill the holes applying consistency constraints. Wang et al. [169]

simultaneously inpaint colour and depth images using a greedy segmentation-based

approach, inpainting first partial occlusions using warping, and total occlusions with a

depth-assisted texture synthesis technique. Morse et al. [105] extend PatchMatch [3]

to cross-image searching and matching without explicit warping, using a completed

disparity map to guide the colour inpainting. Multi-view inpainting techniques such

as Gilbert et al. [40] create a dictionary of patches from multiple available viewpoints

that are then coherently selected and combined to recover the missing region.

The first stereo inpainting approach using deep learning was made by Luo et al. [93].

They use a double reprojection technique to generate image occlusion masks from

several new viewpoints, then apply Partial Convolutions [87] to inpaint the holes, and

aggregate the results in a layered depth image. This technique shows good visual results

on their own Keystone B&W dataset, but they do not take into account multi-view

consistency and rely on depth maps to reconstruct the image. Conversely, other stereo

techniques take advantage of both left and right views. Chen et al. [16] extend Context

Encoder [123] to inpaint left and right views simultaneously encoding both views and
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aggregating them at the feature level. In addition, they introduced a local consistency

loss which helps preserve the inpainting consistency at a pixel level. This model is

applied to inpainting regular holes at the centre of the image. Ma et al. [94] use a

similar architecture for two different tasks: reconstructing missing objects in one view

that are available on the other view, and coherently inpainting the same holes in both

views similar to Chen et al. [16]. To do this, they use two different stereo consistency

losses, a warping-based consistency loss and a stereo-matching PSMNet-based [13]

disparity-reconstruction loss. However, because of a lack of ground-truth data for object

removal, they only train their model on corruption restoration data.

2.2 Novel View Synthesis

Novel View Synthesis (NVS) is the problem of generating new camera viewpoints of a

scene given a fixed set of views of the same scene. NVS methods thus deal with image

and video synthesis conditioned on camera pose. Key challenges underlying Novel View

Synthesis are inferring the scene’s 3D structure given sparse observations, as well as

inpainting of occluded and unseen parts of the scene. This task has wide applications

in image and video editing, animating still photographs or viewing RGB images in 3D.

It is difficult to formulate a single taxonomy of NVS methods, as they can be classified

in many ways. We start showing how learned strategies have been introduced, partially

or entirely replacing the more classical pipelines, and then focusing on different types of

scene representations.

2.2.1 Image-based rendering

In classical computer vision methods, Image-Based Rendering (IBR) typically relies on

optimisation-based Multi-View Stereo (MVS) algorithms to reconstruct scene geometry

and re-project observations into the target view. As opposed to geometry-based methods,

the underlying data representation of image-based methods is composed of a set of

photometric observations. Chen and Williams [17] compute arbitrary intermediate

frames from an image array by using image flow fields and morphing techniques, which



2.2. Novel View Synthesis 19

combines interpolation of texture maps and their shape. McMillan and Bishop [99]

instead attempt to reconstruct the 5D plenoptic function using resampling, avoiding the

ambiguity introduced by flow fields. Gortler et al. [46] present The Lumigraph, a subset

of the plenoptic function that describes the flow of light at all positions in all directions,

which does not rely on geometric representations. Levoy and Hanrahan [80] also tackle

the problem of image interpolation by reconstructing a 4D function of light fields by

blending and resampling, which does not use any depth information or feature matching.

Debevec et al. [25] implement view-dependent texture-mapping with approximately

known geometry, by using projective texture-mapping and a view map that selects

the best input views to recover each area. While Chaurasia et al. [14] attempt to

provide plausible free-viewpoint navigation over datasets with missing or unrealisable

geometry. IBR approaches produce high-quality photorealistic results when the images

have reasonable baselines or are captured with depth sensors. However, in general,

these methods struggle with sparse input observations, view-dependent effects, and

large occlusions, leading to results with artefacts and holes.

2.2.2 Neural rendering

With the advances in the field of Deep Learning (DL), many of these issues were tackled

by using learning-based models. Neural Image-Based Rendering (N-IBR) methods

replace some of the heuristics often found in classical IBR pipelines with Deep Neural

Networks (DNNs). Some approaches like Deep Blending [51] remove the need for

hand-crafted blending functions by learning blending weights of the projected input

images for compositing in the target image space. Others apply corrections that take

into account view-dependent effects, like relighting [181], or completely remove specular

effects before reprojecting to the target view like EffectsNet [160].

Another approach to aid IBR models to look more photorealistic is to use Neural

Re-rendering, which employs DNNs to reprocess the render produced by the classical

method. N-IBR approaches generally assume scenes to have a static appearance, which

may not be the case in scenes captured outdoors or in motion. With this aim, Neural

Re-rendering in the wild [101] introduces a rendering technique that tries to model
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appearance to re-render a realistic view of the scene. Pittaluga et al. [125] use a U-Net-

based [134] re-rendering model to invert Structure from Motion (SfM) reconstructions

and recreate colour images of novel views from very sparse point clouds. Meanwhile,

Yu and Smith [188] borrow from both N-IBR and re-rendering methods to create a

pipeline that can generate novel views from a single uncontrolled image. By combining

monocular depth estimation and inverse rendering they predict the scene geometry,

which can then be rendered with controlled lightning changes.

2.2.3 Multi-layer representations

All these previous models reconstruct a proxy 3D geometry to prescribe an internal

representation of the scene. To explicitly model the scene with a representation that

contains visibility information, DeepStereo [36] introduces Plane Sweep Volumes (PSVs).

These PSVs remove the need to supply a pose input, as this information is implicit in

the construction of the volume. Xu et al. [181] use PSV to reconstruct scene depth

and appearance using 3D CNNs and aim to model the light transport of the scene to

be able to handle view-dependent effects. Also, they predict attention maps to capture

the visibility of pixels from different viewpoints to handle occlusions. Zhou et al. [193]

introduce a similar representation called Multi-Plane Images (MPIs), which consist

of a set of fronto-parallel planes at fixed depths from a reference camera coordinate

frame, where each plane encodes an RGB image and appearance at the corresponding

depth. DeepView [35] approach uses an MPI representation estimated by a learned

gradient descent method, which learns to take larger, parameter-specific steps compared

to standard gradient descent, converging significantly faster. This representation is

good for capturing semi-reflective and semi-transparent surfaces. Srinivasan et al. [154]

focus on generating high-quality view extrapolations given a narrow-baseline pair of

images. They achieve this by inpainting the layers of an MPI using opacity and 2D flow

prediction. Mildenhall et al. [103] proposes a 3D CNN architecture that dynamically

adjusts the number of depth planes. They predict multiple MPIs, one per input view,

and use a blending procedure with alpha compositing which allows them to render

new views from larger-baseline view interpolation. Still, because of the fixed depth

discretisation, sloped surfaces do not reproduce well, and it is memory and storage
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inefficient, and thus, costly to render.

To address the efficiency issue of scene representation, a more sparse layered represen-

tation is used. Layered Depth Images (LDIs) [143] are a generalisation of depth maps

that represent a scene using several layers of depth maps and associated colour values.

More recent work by Shih et al. [144] extends the original work to explicitly store

pixel connectivity information, which can then locally adapt to any depth-complexity

and generate a varying number of layers across the image. LDIs are naturally more

memory and storage efficient and can be easily converted into a textured mesh for

efficient rendering.

2.2.4 Learning-based representations

While methods based on multi-layer representations have achieved impressive results,

they prescribe the model’s internal representation of the scene. They do not allow the

model to learn an optimal representation of the scene’s geometry and appearance. A

recent line of work in novel view synthesis is, therefore, to build models with learned,

feature-based representations of scene properties. Generative Query Network [33] learns a

low-dimensional feature embedding of a scene, explicitly modelling the stochastic nature

of such neural scene representation due to incomplete observations. On the other hand,

some methods choose to take advantage of the 3D information by enforcing a 3D structure

in the learnt representation. Some models use 3D-explicit voxel grids [142, 155, 78, 71],

which achieve a multi-view consistent modelling of a scene with limited training data.

Tulsiani et al. [163] introduce a differentiable ray consistency term for visual coherence

to recover a 3D shape from a single arbitrary 2D observation using an occupancy

voxel volume. Penner and Zhang [124] aggregate stereo cost into a surface-confidence

voxel grid to aid their occlusion aware reconstruction. DeepVoxels [148] is based on a

Cartesian 3D grid of persistent embedded features that make use of the underlying 3D

structure without having to model its geometry explicitly. Using a similar representation,

HoloGAN [111] manages to disentangle shape and appearance, which allows for precise

control over the pose of generated objects through rigid-body transformations of the

learned 3D features. HoloGAN learns these representations from single natural images
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in an entirely unsupervised manner. Using an unconditional generative model to

generate a representation of shapes and images, Visual Object Networks [194] manages

to disentangle object texture, shape and pose. NSVF [88] defines a set of voxel-bounded

implicit fields organised in a sparse voxel octree that model local properties in each cell.

Due to the sparsity of this representation, it can render higher resolution free-viewpoints

faster than other voxel techniques.

With voxel volumes, the fidelity of 3D information that can be represented is tied to

the volume dimensions. Wiles et al. [173] use a more flexible approach that generalises

naturally to varying resolutions, using a latent 3D point cloud of features that can be

projected onto the target view. They train their end-to-end model with pairs of views in

a self-supervised fashion, needing only a single image of an unseen scene at test time for

view synthesis. The 3D component in their model allows for interpretable manipulation

of the latent feature space at test time.

2.2.5 Implicit function

Another problem with 3D-voxel representations is that the models scale cubically with

spatial resolution. This makes them exceptionally costly to run and to be unable to

parametrise large scenes with sufficient resolution, as this requires a finer sampling of 3D

space. These methods struggle to render scenes smoothly and fail to generalise shape

and appearance across scenes. In Geometric Deep Learning (GDL), models have tried

to overcome these problems by parametrising surface geometry via an implicit function.

In [138], Saito et al. use the PIFu model to manage the 3D reconstruction of humans

representing object colour as an implicit function. Niemeyer et al. [118] use implicit

shape and texture representations. They represent surfaces as 3D occupancy fields and

calculate surface intersection using numerical methods and implicit differentiation. Then

they use a neural 3D texture field to predict a diffuse colour for that intersection point.

Scene Representation Networks (SRNs) [149] aims to describe a scene implicitly as a

continuous, differentiable function that maps a 3D world coordinate to a feature-based

representation of the scene properties at that coordinate. While these techniques can in

principle represent complex and high-resolution geometry, they have so far been limited
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to simple shapes with low geometric complexity and oversmooth renderings.

2.2.6 Neural Radiance Fields

Mildenhall et al. [104] proposed an entirely neural implicit scene representation with

Neural Radiance Fields (NeRFs). NeRF encodes a continuous volume within the

parameters of a deep fully-connected neural network. An MLP is used to parameterise

a function to model density and colour by querying 3D location and viewing direction.

These querying points are sampled along rays using ray marching. This approach

revolutionised the field, as it could represent higher-resolution geometry and appearance

to render photorealistic novel views of complex scenes. However, in its original form,

NeRF is very costly to run, and has a long per-scene optimisation process, which prevents

it from being useful in many important applications. In addition, this model exhibits

some representation limitations, which are present when the scene and data are not ideal.

Many following approaches have worked towards improving performance and increasing

flexibility of NeRF [157, 66, 84, 129, 102, 178]. Some focus on alleviating the need for a

large number of input views [64] by applying data augmentation [18] or by introducing

regularisations [74, 128, 114, 26]. Other methods focus on disentangling and controlling

shape and appearance using adversarial methods [141, 12, 116, 47, 115, 180]. Tancik et

al. [156] use meta-learning to initialise NeRF weights on image classes, allowing it

to converge faster and generalise better. Using this technique they can pre-train a

network to represent a scene from a varied set of input images with different lightning

conditions and camera settings. Then they can optimise the pre-trained NeRF to a

new image with a specific style and render new views with the new style. NeRF-W [97]

extends NeRF with appearance and transient embeddings to be able to apply this

model to sets of uncontrolled images captured in the wild. NeRF-OSR [135] take this

application further and allows the network to have semantically meaningful editing

of the scene illumination. Instead of training on ideal images, with completely static

content and constant lighting effects, NeRF-W is able to train over input images that

suffer from variable illumination, change in colour and exposure, and transient occluders.

By rendering conical frustums instead of single-pixel rays, mip-NeRF [4] reduces aliasing

artefacts, excessive blurriness, and manages to improve in speed and size with respect
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to NeRF. NeRV [153] models reflectance and visibility fields to produce arbitrary

lighting conditions and indirect illumination effects on the scene renderings. Their MLP

estimates surface normals, material parameters, distance to surface intersection, and

visibility in any direction, in addition to the volume density. EfficientNeRF [57] aims

to improve NeRF performance by improving sampling efficiency and using a caching

structure during testing. Regardless, these models require dense input views, are costly,

and do not generalise to new scenes.

2.2.7 Zero-shot Novel View Synthesis

To overcome the limitations posed by the scene-specific implicit representation, some

approaches have sought to combine the geometry learning capabilities of MVS and IBR

techniques with the power of neural rendering models. By doing so, these approaches can

acquire geometry information from a limited number of input images and apply it “zero-

shot” to novel scenes without requiring time-consuming per-scene training. GRF [162]

proposes a geometry-aware attention module, where visual occlusions are implicitly

considered, to combine the general 2D local features from multi-views. IBRNet [170]

follows concepts of IBR methods by drawing from the source views at render time.

The network aggregates 2D feature information from source views along a given ray to

compute its final colour. Then a ray transformer is applied along the ray samples to

incorporate long-range contextual information to predict the density for each sample.

SRF [20] emulates classical stereo matching techniques by learning an ensemble of pair-

wise feature similarities. Even though this method works to recover certain geometry

and generalise results, it still requires at least 10 inputs to generate pleasant results. In

addition, these results are blurry, cannot handle specularities, and the model is generally

very expensive to run. PixelNeRF [185] manages to generalise to new scenes using as

few as one input image, relying on 2D pixel features and no explicit geometry-aware

3D structures. However, it tends to overfit to the training set, failing to generalise

well. On the other hand, PointNeRF [179] leverages 3D information to reconstruct

local geometry using neural point clouds. This allows for fast reconstruction of 360

radiance fields from an arbitrary number of input views. However, only the geometry is

recovered “zero-shot”, needing further training and fine-tuning to retrieve appearance.
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MVSNeRF [15] also takes advantage of 3D geometry-aware structures by building a

3D voxel encoding volume based on a feature Plane Sweep Volume [36]. This model

works on as few as three input images and is generalisable to different complex scenes.

Further developments were made based on geometric constraints [68] and recurrent

aggregation [191]. However, in all these systems only the scene content visible from

the reference view is well reconstructed. The outputs contain significant artefacts in

challenging or occluded regions which require further fine-tuning per scene. These

techniques also lack any mechanism to generate image content in areas which are

occluded in all inputs.

2.3 Dynamic scene representation

2.3.1 Classical video rendering

Classical video reconstruction methods have focused on the problem of Free Viewpoint

Video (FVV) [158], where a dynamic scene captured in real-time can be played back in

real-time from a new point of view. These models are usually applied to volumetric

performance capture, a multi-view camera acquisition of shape and texture of objects,

traditionally captured and experienced from the outside of a 360-degree volume [70].

Early methods follow principles of IBR and MVS. Kanade et al. [70] generate new views

by triangulating merged depth maps captured with a dome of cameras. Narayanan et

al. [108] extends the system with explicit surface reconstruction by combining dense

depth maps to form a Visible Surface Model. Zitnick et al. [195] capture the scene with

an 8 camera array and create a pipeline of instance segmentation, segment disparity

estimation, and refinement using reprojection and smoothing. Labatut et al. [79]

attempt to capture more complex and cluttered scenes by modelling a surface graph

by applying 3D Delaunay triangulation to a rough scene point cloud estimated by

stereo matching. Vlasic et al. [167] reconstruct a detailed mesh of a human in different

lightning conditions using the photometric normals. Liu et al. [89] also use a stereo

matching approach to build a point cloud, then merging and downsampling to obtain

a mesh and final surface of the object. Using a similar approach, Collet et al. [22]
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improve results by leveraging infrared, RGB, and silhouette information. Most of these

methods require a large number of input views, expensive optimisation, or are applied

to the reconstruction of single objects instead of complex scenes.

Zollhofer et al. [196] proposed the first real-time template-based approach that can

be applied to general objects. They use a custom RGB-D stereo camera to create

a coarse volumetric tetrahedral template of the deformable object, and then render

object dynamics in real-time. DynamicFusion [110] is the first approach to achieve

template-free reconstruction at real-time. VolumeDeform [62] extend this model by

using a fine-scale deformation lattice instead of a coarse deformation graph, allowing for

higher reconstruction quality. Fusion4D [30] employs a key volume strategy of updating

the reference frame, which makes this approach more robust to tracking failures, and

able to model large frame-to-frame motion and topology changes. Performance capture

systems require either pre-scanned actors, large number of cameras or active sensors [48].

Additionally, volumetric methods lack view dependent effects. Furthermore, inaccuracies

in the derived geometry often result in blurred texture maps. These systems fall short

of achieving photorealism due to the absence of high-frequency details or embedded

textures.

2.3.2 Deep Learning for dynamic scenes

As with the classical approaches, many deep learning dynamic novel view systems

concentrate on recovering a single non-rigid 3D object or subject [120, 145, 29, 90, 130,

117]. Martin-Brualla et al. [96] perform neural re-rendering over incomplete renderings

of human bodies. The application of completion, super resolution, and denoising stages

help ameliorate the artefacts in geometry and texture, holes, noise, poor lighting, and

low-resolution. Huang et al. [58] introduce the use of CNNs to the capture of detailed

human shapes from highly sparse camera views without the need for manual image

processing, marker tracking, texture cues, or pre-scanned mesh templates. They map

2D images to a 3D volumetric field to encode the probabilistic distribution of surface

points of the captured object. Even though they can render bodies from as few as

three or four Red, Green and Blue (RGB) cameras, they are still constrained by the
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use of synthetic datasets without complex backgrounds. DeepDeform [9] proposes a

learning-based RGB-D correspondence matching and reconstruction approach based on

a Siamese network [166]. Lombardi et al. [91] create 3D neural volumes representations

of scenes using an encoder-decoder network. They do not explicitly model any temporal

dynamics, but the latent space enables them to generate dynamic content.

Bemana et al. [6] propose X-Field, a 2D neural field parameterisation that can be

interpolated at different view, time or light coordinates. This is implemented as a 2D

CNN with hard-coded graphics principles in a differentiable way. Unfortunately, X-Field

struggles to recover disoccluded regions, and can show further artefacts created by a lack

of training data, even though they require many input camera views. Their approach

also struggles with stochastic variation, considerable changes in brightness and other

reflectance effects. Yoon et al. [184] suggest a self-supervised depth fusion network

DFNet. This model combines dense view-dependent monocular depth and sparse view-

independent multi-view stereo to explain dynamic scene geometry. However, DFNet

requires synchronised annotated data and produces significant artefacts in disocclusions.

CaSPR [130] recovers spatio-temporal point cloud representations of dynamically moving

objects using an additional embedding which encodes frame information.

2.3.3 Dynamic Neural Radiance Fields

Although the original NeRF [104] is designed for static scenes and takes solely a 3D

spatial point and viewing direction as input, it can be easily extended to incorporate

temporal variation by conditioning the NeRF on a vector that represents the deformed

state (time). The conditioning can be performed implicitly by a time input that can

be potentially positionally encoded [82, 176, 37, 31, 126] or learned latent codes per

time step [81, 121, 161, 122]. DyNeRF [81] extends NeRF to the time dimension by

conditioning the MLP on a learned time-variant latent code. They show this approach

performs better than naively adding a temporal dimension to the NeRF input. In

this approach, they also propose a more efficient training scheme based on hierarchical

training of key-frames, and importance ray sampling to prioritise the learning of the

rays that carry more motion information. Even though this approach shows high quality
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results on long video sequences, they require a grid of 18 time-synchronised and calibrated

cameras. Addressing the task of reconstructing dynamic scenes from few shots or

monocular videos without prior knowledge of object type or 3D guidance is an extremely

ill-posed problem. Consequently, many models are aided by additional geometric

regularisers rooted in physical intuitions, and condition learning on additional image-

based data like depth maps or optical flow. Several methods learn scene-flow mappings

between temporally neighbouring time steps [82, 176, 37, 31]. Li et al. [82] propose

Neural Scene Flow Fields (NSFFs), a method that models dynamics by predicting a

scene flow along the NeRF appearance output. They use this scene flow as a regulariser,

warping input frames into the target frame to apply image reconstruction losses. In

addition, they enforce other consistency losses on their scene flow by encouraging

spatial or temporal smoothness, or forward-backward cycle consistency. To make sure

their model does not converge to sub-optimal local minima, they follow an image-

based initialisation using depth and optical flow predictions from pre-trained models.

NeRFlow [31] models deformations with infinitesimal displacements integrated by Neural

ODE to obtain offsets. Their method also applies reconstruction losses to warped frames,

and leverages estimated depth maps to supervise the geometry reconstruction, as well

as tracking backprojected keypoints in 3D and other regularisations. Although this

helps with geometric consistency within the scenes, the quality of the rendering may be

hindered by the accuracy of the monocular depth estimation methods used. Furthermore,

this method struggles to preserve static backgrounds and handling complex scenes and

rendering novel views that differ substantially from the input camera views. Xian et

al. [176] introduce a soft regularisation loss to constrain static scene content, while

Li et al. [82] and Gao et al. [37] make use of a second static MLP to exploit multi-view

background information from frames across time, allowing the dynamic MLP to focus

on learning the dynamics of objects. Following up on Xian et al. [176], Gao et al. [37]

train the static NeRF on observations that do not contain moving and deforming parts

with the help of a binary segmentation mask which has to be provided by the user. This

allows their method to produce more accurate results than its predecessors, but it still

suffers from lack of fidelity in handling arbitrary non-rigid deformations, and suffers

from a strong reliance on optical flow, and hand-crafted inputs. STaR [189] models
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motion as a global rigid transformation of a foreground object, decomposing the scene

into a static background and a dynamic object. Neural Scene Graphs [119] decomposes

the dynamic scene into multiple independent rigidly moving objects via a learned scene

graph. Each object and the background are encoded by different neural networks and

latent class codes, requiring annotated tracking data for each object and object class.

Instead of the implicit approach of conditioning a NeRF with a time input, the dynamic

or deforming neural radiance field can also be modelled explicitly. This is achieved

by using a deformation field that can map from the deformed space to a canonical

space where the NeRF is embedded. These methods disentangle the dynamics from the

geometry and appearance, modelling a separate deformation function. This function

acts as a space warping or scene flow which shares information across time into a

canonical scene. These approaches tend to have better controllability over their scenes.

However, explicit deformation approaches find hard to track complex motions, being

only able to represent smaller movements, and cannot handle topological changes well.

D-NeRF [126] uses an unregularised ray-bending MLP to model deformations of a single

synthetic object. Nerfies [121] instead is applied to casual video footage from a hand-held

moving camera of subjects with a complex background to create a few-viewpoint selfie.

Their approach conditions a deformation NeRF on an auto-decoded latent code per

input view to model the dynamics. They warp the scene into a single canonical frame

using this deformation field, where the warped rays are regularised to make motion be

piece-wise rigid. This allows them to model small non-rigid deformations well. From the

canonical frame they build a template NeRF conditioned on a latent appearance code.

HyperNeRF [122] extends this method using a canonical hyperspace instead of a single

frame. The deformation network is complemented with an auxiliary ambient slicing

surface network that selects a canonical subspace for every input view. The template

NeRF is then conditioned not only on the warped canonical rays, but also on the

coordinates of the ambient space. This mixture of implicit and explicit representation

allows them to handle topological changes such as opening and/or closing of the mouth.

Non-rigid NeRF (NR-NeRF) [161] models a monocular dynamic scene using a per-scene

canonical volume. This volume is created by warping the deformed volume using a

rigidity network and a ray-bending network, to model the static background and the
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dynamic foreground respectively. Nevertheless, all these methods require per-scene

optimisation processes, and they suffer from similar computational limitations as other

NeRF models. ENerf [85] uses multi-view depth prediction and learned depth-guided

sampling along rays to predict radiance fields near the scene surface. They follow an

approach similar to the image case MVSNeRF [15], combining 2D image features and

3D feature volumes to aid reconstruction. They argue their network is so efficient it

can do close-to-real-time synthesis in complex scenarios, removing the need to explicitly

model dynamics of the scene.

2.4 Summary

In this chapter we have conducted an extensive review of the existing literature surround-

ing the use of generative Deep Learning (DL) approaches for image inpainting and NVS.

First, we have examined how the introduction of learning-based methods has significantly

shifted the state-of-the-art in the field of inpainting. Following approaches that take into

account both the texture and structure of images lead to generally improved and more

consistent image reconstruction. In the specific case of stereo inpainting, little research

has been done on the application of DL techniques. The only DL approaches that address

this problem to date [16, 94, 93] have focused on artificial or small unrealistic inpainting

regions, or do not enforce multi-camera consistency. Thus, our first technical chapter

will explore multi-view consistent image reconstruction methodologies to establish a

self-supervised pipeline that can take advantage of structural and textural stereo context.

We will study the application of such a system across complex geometrically-meaningful

inpainting masks that represent object occlusions.

Subsequently, the literature review discussed various techniques and scene representations

employed to solve the task of NVS. Recent years have witnessed remarkable growth in

this field, largely driven by pioneering photo-realistic approaches such as NeRF [104].

Unfortunately, in its original form, NeRF poses substantial computational limitations

which prevents it from being useful in many important applications. On its own, NeRF

is very costly to run, requires dense input images, and has to be optimised per scene. In

this direction, some approaches [170, 185, 15, 20] have tried to overcome the challenges
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of this scene-specific implicit representation by drawing from MVS and IBR techniques.

However, these solutions are predominantly adept at reconstructing scene content visible

from the reference view, with limited capacity to generate image content in regions

occluded across all input views. This shortcoming makes them impractical for wide-

baseline and very-sparse scene reconstruction tasks where large occlusions are present.

In our research, we will examine how to extend these approaches to the context of

SVS, by leveraging the power of generative inpainting methods like GANs. GANs help

enrich the output variability of generative models, which, in the domain of NVS, has

the potential to ensure realistic extrapolation in unobserved regions.

Finally, this literature review has delved into the area of dynamic scene reconstruction

and the ongoing efforts to extend NeRF to the temporal dimension. We have seen that

using implicit conditioning of NeRFs has the potential to track larger and more complex

motions with topological changes. Despite many works tackling this dynamic problem [82,

81], most struggle with the same limitations as the static counterparts: namely the

intensive computational resource needs and having a long per-scene optimisation process.

Consequently, our final technical chapter will investigate the application of zero-shot

techniques to the neural field representation of videos, with the goal of mitigating these

limitations.
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Chapter 3

SaiNet: Stereo Aware Inpainting

Behind Objects with Generative

Networks

Figure 3.1: SaiNet: Inpainting behind objects using geometrically meaningful masks.

Visualisation of the inpainting system that extracts a context layer around an object.

The surrounding area of a foreground object (astronaut) is used as a guide to inpaint

the area behind the object.

3.1 Problem Definition

This thesis research pertains the generation of new camera views given a multi-camera

setup. In this scenario, the transition from one camera perspective to another introduces

image disocclusions, which are voids of visual data that occur as a result of this

33
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viewpoint change. Image inpainting is a technique which finds wide-ranging applications

in computer vision and image processing. In the context of our research, it offers a

valuable tool for generating realistic and perceptually plausible image fillers for these

disocclusions.

Our research is primarily concerned with the practical applications of inpainting tech-

niques to enhance view synthesis in media production. Our approach aims to leverage

the benefits of having multiple cameras without necessitating the computational de-

mands associated with more complex and expensive methods that reconstruct an entire

3D scene. Furthermore, we want an approach that can generalise well to unseen scenes

and generate creative content without human input. To achieve this, we apply CNNs

that can single-handedly propagate structures and textures reasonably.

The initial focus of our research centres on the simpler and under-explored problem of

stereo-inpainting. As we have seen in the Literature Review (Section 2.1), traditional

monocular techniques tried to achieve inpainting by propagating local image structures

and textures [8, 23, 24] or copying patches from the known areas of the image [146, 3].

This worked well for small or narrow regions, but it was prone to generating visual

inconsistencies in more significant gaps. Early stereo techniques attempted to generate

consistent image output by mechanically warping the available data from the other

views [169], or completing the disparity images [105, 106], and then proceeding similarly

to the monocular inpainting approaches. However, in recent years, DL techniques have

taken advantage of large-scale training data to create more semantically significant

inpainting outputs. Some works focused on learning embeddings of the images [123, 60],

while others developed different types of convolutional layers to be able to handle more

realistic irregular holes [87, 186].

Nevertheless, the only DL techniques that address the stereo inpainting problem [16,

94, 93] to date have focused on artificial or unrealistic inpainting regions, or do not

enforce multi-camera consistency. In contrast, our approach focuses on inpainting one

target image on geometrically meaningful masks while making use of the information

available from the other viewpoint. Our network is based on a UNet [134] architecture

with partial convolutions [87], which optimises the use of irregular masks at random
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locations. Furthermore, we introduce a structure-guided technique to enhance inpainting

by leveraging colour edge information [109].

More importantly, we propose a novel stereo-inpainting training mechanism, which

transforms the task of “peeking” behind objects into a self-supervised problem. We

employ a bank of meaningful and geometrically-consistent 3D object masks, consisting on

pairs of context/synthesis regions representing object occlusions and their surrounding

visible image context. Previous work may use random image masks, which usually

represent the physical damage a picture can suffer, or square unrealistic masks to which

the network overfits. Our context/synthesis masks contain more semantic information

and are not necessarily bounded within the image, making the inpainting task more

realistic than other approaches. Ground-truth training examples are generated from

random virtual (“fake”) 3D objects placed at random locations in the foreground of the

scene, allowing us to have a fully self-supervised stereo training approach. This data

augmentation process addresses both the significance of masked regions and the stereo

data scarcity problem. Moreover, the resulting model is computationally efficient and

able to generalise to previously unknown scenes and occluding objects.

In summary, the contributions of this work are:

• A novel stereo-aware structure-guided inpainting model suitable for efficient novel-

view synthesis and free viewpoint applications.

• First inpainting work to take full advantage of stereo-context with geometrically-

consistent object masks.

• A novel stereo consistency loss enforcing inpainting results to be consistent with

disoccluded information present in other views.

3.2 Method

Our proposed model consists of a deep neural network that follows a UNet-like architec-

ture [134] with skip connections and partial convolutions [87]. Partial convolutions are

masked convolutional layers that make sure the inpainted output is only conditioned on
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Figure 3.2: Model overview: Given a bank of context (blue) and synthesis

(red) masks, image context is extracted from both left and right views. These

context images are fed into the network along with edge maps to guide the

inpainting of the synthesis area. Reconstruction losses as well as a disparity-

based loss are applied to the results.

valid pixels. The network takes as input the context and synthesis areas of an object,

extracted from pairs of rectified stereo images. The synthesis area is the region behind

the object (hole) that the network will inpaint, and the context area is the background

surrounding the object which the network will use to inform the reconstruction of the

hole. The generation of these areas is explained in Section 3.2.1. In addition, the colour

edges are fed into the network for structural guidance (see Section 3.2.3). Finally, to

enrich the inpainting and make the network aware of the stereo view, a stereo-context

image is added to the input. This context image is generated from the image stereo

pair as explained in Section 3.2.2. To further enforce consistency across views, we use

a disparity-based stereo loss (Section 3.2.4). An overall visualisation of our proposed

model can be seen in Figure 3.2.

3.2.1 Object occlusion regions

An essential part of image inpainting is specifying the type of missing regions that

the model needs to handle. Most previous approaches to inpainting have focused on

randomly shaped inpainting masks of limited complexity. This is reasonable when



3.2. Method 37

dealing with image degradations such as scratches or removing regions containing

nuisance objects in 2D. However, for stereo inpainting where we wish to maintain crisp

object boundaries, this approach no longer makes sense. We need inpainting masks that

represent real image occlusions. Therefore we propose a self-supervised approach where

stereoscopic scenes are augmented with geometrically valid inpainting masks, based on

a virtual 3D occluding object. This object is hallucinated in a stereo-consistent way

over both images, which allows us to collect “behind the object” ground-truth data.

As such, the network learns to fill in geometrically-meaningful holes with background

information, which can then be applied to actual object occlusions in novel view synthesis

applications.

We generate these geometrically-valid masks from the MSCOCO dataset [86], a natural

scene dataset with a wide diversity in object types and backgrounds. This dataset

is unrelated to the ones we use for training, and it only serves to extract pairs of

context/synthesis inpainting masks. Once we have a pool of these inpainting masks, we

sample and place them on our training datasets, creating a simulated occlusion, and

allowing us to extract ground-truth data.

Figure 3.3: Data generation process. A collection of context/synthesis

regions is created by extracting them from object boundaries in images on

the COCO dataset (left). They are then randomly sampled, warped, and

pasted onto different images, forming the training dataset of ground truth

context/synthesis regions (middle, right).

To create this bank of inpainting masks we follow Shih et al. [144] approach, summarised

in Algorithm 1. First, a pre-trained monocular depth estimation model [83] is applied

on the COCO dataset to obtain pseudo ground truth depth maps. The depth maps

are normalised and sharpened using a bilateral median filter, with a 7 × 7 window,
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σspatial = 4.0 and σintensity = 0.5. From these sharp depth maps, depth discontinuities

are detected by thresholding the disparity difference between neighbouring pixels, then

cleaned up and merged using connected component analysis into a collection of “linked

depth edges”. The images are disconnected along these depth edges, which represent

object boundaries. Context and synthesis regions are generated using a flood-like

algorithm to propagate the regions towards the background image (context), and the

foreground object area (synthesis) (See Fig. 3.3 for a visualisation of these areas).

These masks are varied and irregular, preventing our model overfitting to one type of

mask. Furthermore, as opposed to most methods, our model does not use the whole

image as context for the inpainting process, but just the region closer to the object

boundaries. Although this reduces the available information that the network can learn

from, it allows the network to narrow its attention to the most relevant and meaningful

area. However, this poses a more challenging problem, as the context-to-synthesis area

ratio is smaller, and the masked regions are not necessarily bounded by context on all

sides.

Algorithm 1: Generation of geometrically-valid masks
Input: N = {I : I is a natural image}

Output: M = {(Cobj , Sobj) | ∀obj ∈ I,∀I ∈ N}

for I in N do

D = MegaDepth(I);

Pre-process D;

Find set of discontinuities using D, dI ≡ {dobj
I | obj is an object in image I};

for dobj
I in dI do

Propagate background around dobj
I to generate context mask Cobj ;

Propagate foreground around dobj
I to generate synthesis mask Sobj ;

end

end
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3.2.2 Stereo awareness

Our approach aims to make inpainting consistent across views in two different ways. One

is by enriching the network with extra available information. The other is by enforcing

a disparity loss on the output of the network (as explained in Section 3.2.4). The main

advantage of having two (or more) cameras is the additional information we can extract

to make the task of inpainting “unknown” areas easier. For example, some colours or

textures may be completely occluded by the object in one view, but still be partially

visible from the other view. In this case, the additional input can provide strong cues

for the network to inpaint the occluded region. We make our system stereo-aware by

providing this extra information as input to the network by warping the context mask

of each object based on its estimated depth value into the additionally available view

(See Algorithm 2). We use PSMNet [13] to estimate this depth and select the closest

depth value to make sure the object is situated at the front of all other objects in the

scene. In other words, we extract contextual information around the boundary of the

occluding object, in both views. Then we feed this extra context into the network to

learn to use it in filling in the synthesis area. As a result, we aid the inpainting process

by enriching the texture and colour information available.

3.2.3 Structural guidance

Several methods [109, 132, 152] have shown that structure-guided inpainting performs

better at reconstructing high frequency information accurately. Since image structure is

well-represented in its edge mask, superior results can be obtained by conditioning an

image inpainting network on edges in the missing regions. For this reason, we feed the

edge maps generated using Canny edge detector [11] along with the colour information,

as a conditioning information to our network, following a similar process to Nazeri et al.

[109]. At test time, we estimate the edges using a pre-trained EdgeConnect [109] model.

While a comprehensive end-to-end model could be trained to predict edges, introducing

the potential for the model to generate more accurate structures, this approach may

also compromise inpainting accuracy as the model tackles the complexities of a more

intricate problem.
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Algorithm 2: Stereo-aware training set generator
Input: D = {(IL, IR) : stereo pair of images}

M = {(Ci, Si) | ∀ object i}

Output: Training set = {(CCL, CSL, EL, CCR) | ∀(IL, IR) ∈ D}

for (IL, IR) in D do
1. Select random context and synthesis mask pairs (Ci, Si) from the mask bank

M;

2. Select a random position x, y to situate the object at IL;

3. Crop image IL at x, y with mask Ci to generate colour context region CCL;

4. Crop image IL at x, y with mask Si to generate colour synthesis region CSL;

5. Generate edge map EL = Canny(CCL + CSL);

6. Estimate depth map DL = PSMNet(IL, IR);

7. Crop image DL at x, y with mask Si to generate depth synthesis region DSL;

8. depth = min(DSL);

9. Reproject Ci using depth value onto IR and crop to generate stereo colour

context region CCR;

end

3.2.4 Stereo consistency loss

The second way in which we enforce stereo consistency on our inpainted results is by

introducing a disparity loss. We propose a local consistency loss which measures the

consistency between the inpainted area in one view, and the ground truth in the other

view. In this way, we encourage the system to use the stereo context; inpainting not

just any perceptually acceptable background, but specifically the one consistent with

any partial observations. The loss is inspired by the work of Chen et al. [16] and is

illustrated in Fig. 3.2. Note that this loss makes the Lambertian assumption, as it is

not able to represent view dependent effects like reflectance. We deem this limitation

acceptable, given that we are working with stereo datasets with a limited baseline

change and therefore very minimal non-Lambertian effects.

We compare a patch P (i) around every pixel i in the inpainted area S ⊙ I against

a patch centred on the corresponding pixel on the other view. S is the binary mask
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indicating the synthesis region, I is the inpainted image, and ⊙ denotes the Hadamard

product.

Ldisp = 1
|S|

∑
i∈S⊙I

←−−cost (i) , (3.1)

←−−cost (i) = 1− Φ
(
P (i) , P

(←−
W (i)

))
(3.2)

where ←−W is the warping function corresponding to a change from source to target view,

using the disparity estimated by PSMNet [13]. We use a Normalised Cross-Correlation

(NCC) as our stereo matching cost (Φ) which works well with back-propagation.

Φ(X, Y ) =
∥X ⊙ Y ∥1,1
∥X∥F ∥Y ∥F

(3.3)

here ∥·∥1,1 and ∥·∥F are the 1-entrywise and Frobenious matrix norms respectively.

3.2.5 Inpainting losses

In addition to the disparity loss, other per-pixel similarity losses and losses based on

deep features are used to enforce perceptually realistic results. First, two per-pixel

reconstruction losses are defined over the synthesis and context regions, these losses

help to guide the inpainting of the missing areas, as well as making sure that context

and synthesis areas are recovered consistently and with smooth boundaries.

Lsynthesis = 1
NIgt

∥S⊙ (I− Igt)∥1 , (3.4)

Lcontext = 1
NIgt

∥C⊙ (I− Igt)∥1 (3.5)

where S and C are the binary masks indicating synthesis and context regions respectively,

NIgt is the total number of pixels, I is the inpainted result, and Igt is the ground truth

image.

We also include two deep feature losses from Gatys et al. [38], based on VGG-16 [147]

embeddings, that measure high-level perceptual and semantic differences. Firstly,

Lperceptual =
P −1∑
p=0

∥Ψp (I)−Ψp (Igt)∥1
NΨp

(3.6)

where Ψp(·) is the output of the p’th layer from VGG-16 [147], and NΨp is the total

number of elements in the layer. This perceptual loss encourages the network to create
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images with similar content and similar feature representations. Secondly, the style loss

is defined as,

Lstyle =
P −1∑
p=0

1
CpCp

∥Kp [(Ψp (I))⊺ Ψp (I)− (Ψp (Igt))⊺ Ψp (Igt)]∥1 (3.7)

where Kp = 1
CpHpWp

is a normalisation factor, and Cp, Hp, Wp are the number of channels,

height, and width of the output Ψp(·). The style loss is similar to the perceptual loss

which compares images at the feature level, but performing an autocorrelation (Gram

matrix) on each feature map. This allows the loss to capture information about which

features tend to activate together, ensuring the style of the output images resemble the

input in colour, textures, common patterns, etc.

Finally, a total variation loss is used as a smooth regularization.

Ltv =
∑

(i,j)∈S

∥I(i, j + 1)− I(i, j)∥1
NIgt

+
∑

(i,j)∈S

∥I(i + 1, j)− I(i, j)∥1
NIgt

(3.8)

where the S denotes the pixels in the synthesis region.

Similar to Liu et al. [87], we use the following weights to combine all these losses to yield

the final training objective: λsynthesis = 6, λcontext = 1, λperceptual = 0.05, λstyle = 120,

λtv = 0.1, λdisparity = 0.1. The same parameters are used for all evaluations.

3.3 Implementation

Our model follows a UNet [134] architecture where the convolutional layers are partial

convolutions [87]. These partial convolutions are masked and renormalised convolutional

layers that are only conditioned on valid pixels, to avoid invalid initialisation values in

a hole region to affect the inpainted outcome. The upsampling layers at the decoding

stage use nearest neighbour, and we keep the skip connections to propagate information

across layers. Further details of the layers can be found in Table 3.1. At train time, we

generate edges using Canny edge detector [11], while at test time we predict edges using

the EdgeConnect model [109] pre-trained on Places2 [192]. For disparity estimation we

use a pre-trained PSMNet [13] model over SceneFlow [98] dataset. An overview of the

test-time pipeline can be seen in Figure 3.4.
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Table 3.1: Model architecture. PConvX denotes the X Partial Convolution

layer. BN is Batch Normalisation. The context and synthesis regions are

combined to create the partial masks for the PConvX layers.

Module Filter Size #Channels Dilation Stride Norm NonLinearity

PConv1 7× 7 64 1 2 - ReLU

PConv2 5× 5 128 1 2 BN ReLU

PConv3 5× 5 256 1 2 BN ReLU

PConv4 3× 3 512 1 2 BN ReLU

PConv5 3× 3 512 1 2 BN ReLU

PConv6 3× 3 512 1 2 BN ReLU

PConv7 3× 3 512 1 2 BN ReLU

PConv8 3× 3 512 1 2 BN ReLU

NearestUpsample - 512 - 2 - -

Concatenate (w/ PConv7) - 512+512 - - - -

PConv9 3× 3 512 1 1 BN LeakyReLU(0.2)

NearestUpsample - 512 - 2 - -

Concatenate (w/ PConv6) - 512+512 - - - -

PConv10 3× 3 512 1 1 BN LeakyReLU(0.2)

NearestUpsample - 512 - 2 - -

Concatenate (w/ PConv5) - 512+512 - - - -

PConv11 3× 3 512 1 1 BN LeakyReLU(0.2)

NearestUpsample - 512 - 2 - -

Concatenate (w/ PConv4) - 512+512 - - - -

PConv12 3× 3 512 1 1 BN LeakyReLU(0.2)

NearestUpsample - 512 - 2 - -

Concatenate (w/ PConv3) - 512+256 - - - -

PConv13 3× 3 256 1 1 BN LeakyReLU(0.2)

NearestUpsample - 256 - 2 - -

Concatenate (w/ PConv2) - 256+128 - - - -

PConv14 3× 3 128 1 1 BN LeakyReLU(0.2)

NearestUpsample - 128 - 2 - -

Concatenate (w/ PConv1) - 128+64 - - - -

PConv15 3× 3 64 1 1 BN LeakyReLU(0.2)

NearestUpsample - 64 - 2 - -

Concatenate (w/ Input) - 64+9 - - - -

PConv16 3× 3 3 1 1 - -
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Figure 3.4: Test pipeline: At test time the edge maps are predicted using an

edge detection model [109], while at training time the model is provided with

ground truth edges generated with Canny [11].

3.4 Evaluation

3.4.1 Datasets

Good quality, natural stereo datasets are very hard to come by. This is a problem

for training deep neural networks, which usually require a high number of images to

extract meaningful statistical information. Our approach to data collection intrinsically

performs data augmentation, as the random sampling of context-synthesis areas makes

it possible to use different samplings of the same image without overfitting.

For training we have used three different datasets: FlyingThings3D and Driving from

the SceneFlow [98] dataset, and Middlebury [139]. FlyingThings3D consists of 21,818

frames from 2,247 scenes, containing everyday objects flying around in a randomised

way. This is ideal for training CNNs due to the large amount of data and variety of

objects. Driving is a more naturalistic-looking dynamic street scene resembling the

KITTI dataset [39]. It contains 4400 images from one scene. On the other hand, the

Middlebury dataset consists of only 33 pairs of stereo images of natural scenes. Even

though this dataset is not big enough to train a DL model, we are able to perform

transfer learning and generate pleasant results over real world data (See Fig. 3.5). Both

SceneFlow artificial datasets are rendered with a baseline translation and no rotation

between cameras, while the natural Middlebury dataset has been rectified to put both
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views on the same camera plane.

Figure 3.5: Real dataset evaluation over Middlebury [139] using Canny edge

detector. The zoomed-in crop of yellow area is visualised as “Ground Truth”.

These datasets contain ground truth disparity maps, but for our model we have included

a disparity estimation step using PSMNet [13] so we do not rely on existing ground

truth data. This makes it fairer to compare to other models that use a similar approach,

as well as being more relevant to our application to media production, where we may

have several views from the same scene, but no depth information.

To generate the pool of geometrically-meaningful masks we follow the process as in

Shih et al. [144], using the COCO [86] dataset to generate the context and synthesis

regions. The COCO dataset contains around 120k images, and has a large diversity of

object types and scenes. We sample at most 3 pairs of context-synthesis regions per

image.

3.4.2 Experiment setup

The network is trained using a batch size of 8 and 256 × 256 images. The model is

optimised using Adam optimiser [75] and a learning rate of 1e− 3. A model has been

trained for each different dataset. As FlyingThings3D is 3 to 5 times bigger than the

other datasets, a transfer learning approach has been followed where the model is trained

on FlyingThings3D first and then fine-tuned over Driving, and Middlebury.

For fair comparison to the results of Chen et al. [16] and Ma et al. [94], we have trained

our Driving model using 128× 128 square context masks and 64× 64 centred synthesis

masks. Our baseline model is the 3D photography colour inpainting network by Shih et
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al. [144], which has been trained in the same fashion as our model, and conditioned

over depth edges instead of colour as per their original pipeline.

For training, we generate edge maps using Canny [11] edge detector following the

EdgeConnect [109] approach. At test time, we apply pre-trained EdgeConnect models

to generate the synthesis area edges, using the pre-trained model over Places2 [192] for

our FlyingThings3D, and Middlebury, and a pre-trained model over Paris StreetView [28]

for our Driving.

3.4.3 Evaluation of accuracy

There is no perfect numerical metric to evaluate image inpainting outputs given the

variety of possible valid results. In order to assess the performance of our model, we

employ a range of widely recognised metrics that evaluate various aspects of an image.

To measure image quality we make use of the Peak Signal-to-Noise Ratio (PSNR) [59]

and the Structural Similarity Index (SSIM) [171] index. PSNR serves as an indicator of

the overall consistency of pixels, while SSIM gauges the coherency of local structures.

We define PSNR as

PSNR = 10 · log10

 MAX2
C

MSE
(
Ĉb(r), C(r)

)
 (3.9)

MSE
(
Ĉb(r), C(r)

)
= 1

N

∑
r

[Ĉb(r)− C(r)]2 (3.10)

where MAXC is the maximum possible input value, and MSE
(
Ĉb(r), C(r)

)
represents

the per-pixel Maximum Squared Error between the predicted colour Ĉb(r) at ray r, and

the original colour C(r), in a batch of N rays.

On the other hand, SSIM is given by

SSIM(Ĉb, C) =
(2µĈbµC + k1)(2σĈbσC + k2)

(µ2
Ĉb

+ µ2
C + k1)(σ2

Ĉb
+ σ2

C + k2)
(3.11)

where k1 = 0.012 and k2 = 0.032 are variables to stabilise the operation. We use a

window size of 5 for the Gaussian kernel to smooth the images.

It is worth noting that these metrics assume independence among pixels, which can result

in favourable scores for visually inaccurate outcomes. Consequently, we also incorporate
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the application of a Learned Perceptual Image Patch Similarity (LPIPS) [190] metric,

which endeavours to capture human perception by leveraging deep features. We use the

default settings for the implementation based on AlexNet [77].

The stereo consistency is quantified using the disparity error metric from [94], which

counts the erroneous pixels of the PSMNet [13] estimated disparity map of the inpainted

image, compared against the ground truth1. Given the inpainted image I, for every

pixel i we consider its estimated disparity di
est to be erroneous iff the absolute error

against the equivalent pixel in the ground truth disparity image di
gt is greater than p1

and its relative error greater than p2 (we use p1 = 3 and p2 = 0.05). This is described

in equation 3.12, where N is the total number of pixels, and [ ] is the Iverson bracket.

DispE = 1
N

∑
i∈I

[(∣∣∣di
est − di

gt

∣∣∣ > p1
)

&
(∣∣∣di

est − di
gt

∣∣∣
di

gt
> p2

)]
(3.12)

3.4.4 Results

Table 3.2: Quantitative results. Image quality & stereo consistency of

different models. Bold is best. ⋆ values are from their paper.

Dataset Model PSNR↑ SSIM↑ LPIPS↓ DispE (%)↓

FlyingThings3D
Shih et al. [144] 28.32 0.8589 0.0707 7.96

Ours 30.50 0.8643 0.0556 7.67

Driving

Shih et al. [144] 30.46 0.969 0.1141 9.94

Chen et al. [16]⋆ 22.38 0.959 - 7.79

Ma et al. [94]⋆ 23.20 0.964 - 4.72

Ours 34.94 0.977 0.0628 8.01

We perform a quantitative comparison of SaiNet against other state-of-the-art meth-

ods [144, 16, 94] in Table 3.2. We can observe our model performs better across all

metrics compared with the baseline model of Shih et al. [144]. Our model also performs

competitively against other stereo inpainting models [16, 94], showing a superior image

1The definition of [94] has a typo where the absolute error
∣∣di

est − di
gt
∣∣ is replaced by di

est.
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inpainting quality with an improvement on PSNR values of 50%, and some improve-

ment to SSIM. Due to the nature of our mask generation process, our stereo context

information is quite narrow, limiting the visible area that our network can learn from.

Despite this, our model accomplishes similar results to the stereo consistency of Chen et

al. [16]. The image quality of the inpainting is superior on the Driving dataset, which

was trained using square centred masks to match the experimental setup of [16, 94].

Meanwhile, the object-like occlusion masks used on the FlyingThings3D dataset, which

are not fully bounded, are much more challenging.

A qualitative example is shown in Figure 3.6. Despite having access to depth edges, Shi et

al. struggles to produce sharp object boundaries in the inpainted region. Meanwhile

SaiNet is able to use stereo context to inpaint sharp boundaries using colour edge

information. This is evidenced by Shih et al. success recovering the green bar in the first

example, but failing on the colour edge of the second example. However, as shown in

the 4th example, our technique still struggles to inpaint especially intricate structures

which are not visible through stereo context. Nevertheless it produces sharper and more

visually pleasing results.

Figure 3.6: Qualitative inpainting results for FlyingThings3D. Baseline

is Shi et al. [144]. The zoomed-in crop of the yellow area is visualised in the

“Ground Truth” column.

We present further inpainting examples that document the improvements from the

baseline, and our model’s general performance and limitations. In Figures 3.8, 3.9, 3.10,

3.11, 3.12 we can see the results compared against the baseline of Shih et al. [144]

over the FlyingThings3D dataset [98]. We show the full image with the synthesis area

highlighted in red for reference, while the context crop is what we actually feed into our
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network. On the other hand, in Figure 3.13 we present how well the inpainted results

blend in the full image, as our context regions are quite small, and we care about the

visual consistency of the final result over the whole image. In a similar fashion, we

exhibit qualitative results over the Driving dataset [98] in Figures 3.14, 3.15, and 3.16,

as well as full image blending in Figure 3.17.

As the ratio of synthesis to context area decreases, the quality of the inpainted regions

increases. In other words, the model performs better at inpainting smaller areas, when

it has a lot of context. Figure 3.7 shows the performance of the model on a 256× 256

image with different size synthesis areas. Our approach deals with object synthesis

regions that are not necessarily bounded by context images on all sides, this makes the

inpainting harder, as the context effect on the inpainted output weakens with distance.

Figure 3.7: Performance vs hole size. Metrics calculated over different

synthesis region sizes on 256× 256 context images.

3.4.5 Ablation Study

In the interest of proving the contribution of every stage to the accuracy of the model,

we have studied its performance removing the key contributions. Results presented in

Table 3.3 show that every part of the model performs better than the baseline, with

the combination of all modules having the best performance across all metrics. It is
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interesting to note that the use of a disparity loss provides the largest individual benefit

in terms of stereo consistency.

Table 3.3: Ablation study. Compare the accuracy of different stages of the

model over all regions. ‘Baseline’ is the monocular inpainting model, ‘Stereo’

is the model + stereo context, ‘Disp’ is the model + disparity loss, and ‘Full’

is the model with both stereo context and disparity loss. Bold is best result.

Blue are results in synthesis regions only.

Model PSNR↑ SSIM↑ LPIPS↓ DispE (%)↓

Baseline 28.32 (22.26) 0.8589 (0.5619) 0.0707 (0.0676) 7.96

Ours (Stereo) 29.41 (23.61) 0.8604 (0.5597) 0.0625 (0.0582) 7.68

Ours (Disp) 29.79 (24.00) 0.8619 (0.5684) 0.0570 (0.0569) 7.71

Ours (Full) 30.50 (24.70) 0.8643 (0.5771) 0.0556 (0.0539) 7.67

3.5 Conclusion

In this chapter we have presented SaiNet, a novel learned stereo-aware inpainting model

that addresses the challenge of recovering missing image information while enforcing

essential stereo consistency in its output. This approach is useful for applications in

media production and image editing, as it allows us to see behind objects when moving a

camera point of view. To achieve this, SaiNet is trained in a self-supervised fashion over

geometrically meaningful masks representing object occlusions. Stereo-consistency is

enforced by leveraging vital stereo-context and a disparity based loss. It is worth noting

that our problem’s complexity extends beyond the scope of existing models. Our context-

to-mask ratio is smaller than similar approaches, and our masks are not fully bounded

by image content. Despite this, SaiNet shows substantial performance improvement in

comparison to existing state-of-the-art alternatives, showcasing a notable increase of up

to 50% in PSNR. We demonstrated its performance by evaluating over several diverse

datasets. While our model presents a significant advancement in consistent image

inpainting, there exist limitations that need further exploration. In particular, refining

the application of the stereo context and loss to the model could help attain more
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consistency across views. It would also be interesting to explore more comprehensively

the impact of the masks shape, size, and location within the image.

More crucially to our intended application, the main limitation of this approach lies

in having to balance stereo consistency against realism and accuracy of the results.

Other more powerful inpainting techniques, such as recent adversarial networks, may

be more equipped to generate more visually realistic content, but they still necessitate

conditioning on multiple camera inputs to achieve consistency. Given that our application

pertains to media production from few camera views, there’s a potential to explore

systems that offer greater flexibility and can replicate more complex camera setups

beyond the stereo scenario. Our stereo inpainting method could be applied to layered

scene representations where camera movements are small and parallel. In contrast, real

scenarios often involve more diverse camera arrangements with significant translations

and rotations. Our current system uses a consistency loss that models the stereo

displacement, and thus is not able to generalise to other arrangements. This might

require a shift toward representations that can model scenes directly in 3D, which would

be intrinsically stereo-consistent and may be more naturally equipped to solve our more

general problem.
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Mask Context Baseline [24] Ours GT

Figure 3.8: Visual comparison. Mask: Target image with masked synthesis area in

red. Context: RGB crop fed into the network. Baseline: Shih et al. [144]. Ours:

our inpainted results. GT: ground truth. Dataset: FlyingThings3D [98].
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Mask Context Baseline Ours GT

Figure 3.9: Visual comparison. Mask: Target image with masked synthesis area in

red. Context: RGB crop fed into the network. Baseline: Shih et al. [144]. Ours:

our inpainted results. GT: ground truth. Dataset: FlyingThings3D [98].
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Mask Context Baseline [24] Ours GT

Figure 3.10: Visual comparison. Mask: Target image with masked synthesis area in

red. Context: RGB crop fed into the network. Baseline: Shih et al. [144]. Ours:

our inpainted results. GT: ground truth. Dataset: FlyingThings3D [98].
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Mask Context Baseline [24] Ours GT

Figure 3.11: Visual comparison. Mask: Target image with masked synthesis area in

red. Context: RGB crop fed into the network. Baseline: Shih et al. [144]. Ours:

our inpainted results. GT: ground truth. Dataset: FlyingThings3D [98].
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Mask Context Baseline [24] Ours GT

Figure 3.12: Visual comparison. Mask: Target image with masked synthesis area in

red. Context: RGB crop fed into the network. Baseline: Shih et al. [144]. Ours:

our inpainted results. GT: ground truth. Dataset: FlyingThings3D [98].



3.5. Conclusion 57

Mask Context Stereo Inpainted Blend

Figure 3.13: Model performance. Mask: Target image with masked synthesis area

in red. Context: RGB crop fed into the network. Stereo: RGB crop fed into the

network. Inpainted: our inpainted results. Blend: Target image with our inpainted

region. Dataset: FlyingThings3D [98].
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Context Stereo Edge Inpainted GT

Figure 3.14: Qualitative results. Context: RGB crop fed into the network. Stereo:

RGB crop fed into the network. Edge: results from EdgeConnect [109]. Inpainted:

our inpainted results. GT: ground truth. Dataset: Driving [98].
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Context Stereo Edge Inpainted GT

Figure 3.15: Qualitative results. Context: RGB crop fed into the network. Stereo:

RGB crop fed into the network. Edge: results from EdgeConnect [109]. Inpainted:

our inpainted results. GT: ground truth. Dataset: Driving [98].
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Figure 3.16: Qualitative results. Context: RGB crop fed into the network. Stereo:

RGB crop fed into the network. Edge: results from EdgeConnect [109]. Inpainted:

our inpainted results. GT: ground truth. Dataset: Driving [98].
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Mask Context Edge Inpainted Blend

Figure 3.17: Model performance. Mask: Target image with masked synthesis area

in red. Context: RGB crop fed into the network. Edge: Edge map fed into the

network. Inpainted: our inpainted results. Blend: Target image with our inpainted

region. Dataset: Driving [98].
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Chapter 4

SVS: Adversarial Refinement for

Sparse Novel View Synthesis

4.1 Problem Definition

(a) Dense View Synthesis (b) Few View Synthesis

?

(c) Sparse View Synthesis

Figure 4.1: Different view synthesis operating modes, with varying numbers of views

and varying baselines between views. In each case the black cameras are reference views

and the red camera is the target view. Note that with few views and a wide baseline,

occluded regions appear in the rendered scene which are visible in only 1 or none of the

reference views.

This thesis focuses on the use of deep Novel View Synthesis (NVS) models applied

to the production of media, in particular we are concerned with the capture of live

events and low budget productions. In these cases, we are confronted with the practical

constraints imposed by the available physical recording locations. Oftentimes, these

63
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locations deviate significantly from the ideal professional studios, offering suboptimal

camera placements. These cameras may need to be located at awkward angles and

camera planes, sitting far apart from each other, being only able to capture partial views

of the scene. Consequently, this scenario introduces a unique view synthesis challenge

characterised by a limited number of reference views and a substantial baseline between

the target and reference views. We denote this as the Sparse View Synthesis (SVS)

problem (Fig. 4.1). This results in a number of challenges which are not present in

the standard Novel View Synthesis (NVS) problem setup. Most notably the fact that

large portions of the target view may be occluded or otherwise not visible within the

reference views.

In the previous chapter, we presented a model that performed stereo-consistent inpaint-

ing, where the missing part of the image was recovered consistently across views. This

could be used in NVS systems where the underlying scene representation is based on

Multi-Plane Images (MPIs) or Layered Depth Images (LDIs), to fill in the image holes

left behind objects when the point of view is changed. The main limitation of these

layered representations lies in the prescription of the underlying scene representation,

and the discretisation of the scene which hinders the reproduction of sloped surfaces

and reduces the quality of the renderings. Subsequent to the development of our

previous work, there was a rapid growth in the use of implicit scene representations,

which are far more expressive and flexible. In particular, the use of Neural Radiance

Fields (NeRFs) [104] has become very popular due to its photo-realistic results. However,

approaches based on NeRFs tend to be very expensive, requiring a multitude of input

views and a very long per-scene optimisation process to obtain high-quality radiance

fields. While this can be useful for tasks such a 3D object reconstruction for graphics

design, it is far from practical and accessible for other applications such as live event

capture.

The work in this chapter aims to make neural scene reconstruction more accessible and

applicable to real world scene capture. In particular, we propose a method which does

not require scene-specific model training, while still providing realistic results from a

small sparse set of input views. The key challenge is effectively recognising and handling

occluded areas, which were not observed from the small number of training views, while
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keeping rendering efficient. This necessitates a greater focus on generalisation and

extrapolation and pure synthesis, as opposed to the data aggregation of traditional

radiance field models.

To aid with the generalisation of radiance fields we try to replicate MVS techniques using

DL approaches to reconstruct geometry priors. Similar models [20, 15] also attempt

scene generalisation using MVS principles. However, these approaches have focused on

narrow baseline extrapolation, where occlusions are limited, and thus do not solve the

SVS problem.

To be able to deal with large occlusions and artefacts sensibly, we unify adversarial

training [45] with radiance field models. Adversarial training was designed to help enrich

the output variability of generative models, while dealing with artefacts in a realistic

way. In the domain of NeRFs, this has the potential to ensure realistic extrapolation in

unobserved regions. We have made our code publicly available1.

In summary, the contributions of this chapter are:

• A radiance field approach capable of rendering novel views of a completely-unseen

complex scene.

• An efficient MVS encoding-volume approach to scene-agnostic scene representation

from a sparse set of views.

• A system that leverages adversarial networks to hallucinate large occlusion areas

and regularise radiance fields.

4.2 Method

We propose a pipeline based on a Plane Sweep Volume (PSV) [36] neural encoding

following MVSNeRF [15]. From this volume we sample random patches using radiance

fields [104] which are supervised by an adversarial loss. As opposed to [104], we do

not require a dense set of input images. We aim to learn a general model that can
1https://github.com/violetamenendez/svs-sparse-novel-view

https://github.com/violetamenendez/svs-sparse-novel-view
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Figure 4.2: Model overview. The training pipeline consists of three main

stages. Firstly, a feature extraction process in which a geometry volume is

built to extract correlations across input views. Secondly, a patch-based neural

radiance field stage, where an MLP predicts colour and density along rays.

Finally, volume rendering is applied to reconstruct the predicted image patch,

to which an adversarial loss is applied.

be applied to new unseen scenes without fine-tuning. Our model also aims to handle

significant occlusions due to large baseline changes from sparse input viewpoints. In

particular, we train a generalisable adversarial framework for radiance fields. An overall

visualisation of our proposed model can be seen in Figure 4.2.

Given some sparse input images our model reconstructs an embedded neural volume

which allows the model to reason about the implicit geometry of a scene. We use ray

marching to sample from this volume and render a new point of view. We leverage

adversarial training to help provide plausible rendering for large dis-occlusions and

artefacts that arise from the large baseline changes. The following sections will detail

each of these elements of our approach in turn.

4.2.1 Geometry volume generator

As the initial encoder for our generator, we use a 3D CNN encoding volume [182, 15]

which integrates 2D CNN features of the input images. This allows the network to

extract correlations between images, which can then be used to reason about geometry.
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Figure 4.3: Geometry volume generator. To extract correlations across

input images we extract 2D CNN features of these inputs and then combine

them into an encoding volume using a variance-based cost and 3D CNNs.

The focus on image correlations as a mechanism for geometry extraction helps the

network generalise to previously unseen scenes. The encoding volume is created at

the reference view by warping multiple sweeping planes of source view features (see

Figure 4.3). This is in contrast to techniques like Deep Stereo [36], which perform plane

sweeps using the raw colour pixels to produce their correlation volume.

To construct this volume, we first extract the deep features of the N input images N =

{Ii | Ii ∈ RH×W ×3}Ni=1 using a deep 2D convolutional network E(Ii|wE) with weights

wE . This network consists of downsampling convolutional layers, batch-normalization

and ReLU activation layers (see Section 4.3 for further details on the implementation).

For efficiency and generality, the feature encoding network is shared across all views [182].

Next we must align each feature map to the reference view at multiple depths to encode

the plane sweep volume. To achieve this, a homography Hi (d) is computed for each

view at each depth. Given the camera parameters {Ki, Ri, ti} (intrinsics, rotation and
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translation) for camera i the homography is defined as

Hi (d) = Ki ·Ri ·
(
I + (tref − ti) · nT

ref
d

)
·RT

ref ·KT
ref (4.1)

where I is the 3× 3 identity matrix, nref the principle axis of the reference camera, and

d is the depth which the images are being warped to. This operation is differentiable,

which allows for end-to-end training of the feature encoding network weights wE based

on the downstream reconstruction losses.

Warping the feature maps according to this homography gives us the feature sweep

volumes for each input image Ii ∈ N ,

S(Ii) = {W (Hi (d) , E(Ii|wE)) | ∀d = 1, ..., D}. (4.2)

Then, a cost volume C(N ) is created by aggregating all the warped feature sweep

volumes, which encode appearance variations across views. To do this, a variance based

cost metric is used, as it makes it possible to use an arbitrary number of input views,

C(N ) = Var ({S(Ii)|∀Ii ∈ N}) =
∑N

i=1

(
S(Ii)− S(Ii)

)2

N
. (4.3)

This cost volume is then processed using a 3D CNN UNet-like network [134]. This

includes downsampling and upsampling layers with skip connections, to propagate scene

appearance information. The output of this network is the neural embedding volume,

E = V (C(N )|wV ) (4.4)

This embedding volume represents the feature correlations from the point of view of

the reference frame’s Plane Sweep Volume. The structure of this volume is consistent

across any arrangement of input viewpoints, and even any number of input views. This

allows the system to generalise to new scene arrangements at inference time.

4.2.2 Volume rendering

We next use a neural radiance MLP with parameters wΘ to decode the geometry

embedding volume E (Eq. 4.4) into volume density and view-dependent radiance (colour).

Given a 3D point x, and a viewing direction d, we optimise a network FΘ to regress the
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Figure 4.4: Volume rendering pipeline. We cast rays through image patches

and sample along these rays. Then an MLP is used to predict colour and

density values at those ray samples, which are then combined using volume

rendering to return the final patch prediction.

density σ and colour r conditioned on the 3D feature f = E(x) corresponding to point

x. To allow the correlations and structures in E to be mapped back to the original scene

albedo, we use the pixel colour of the original image inputs as additional conditioning

information. To do this, we concatenate the image pixel colours corresponding to point

x into a colour vector c = [Ii(ui, vi)] ∀Ii ∈ N , where (ui, vi) are the pixel coordinates

corresponding to the reprojection of x onto the input view Ii.

FΘ : (x, d, f, c|wΘ) 7→ (σx,d, rx,d) (4.5)

We use differentiable ray marching to regress the colour of reference image pixels. This

is done by projecting (“marching”) a ray through a pixel p in the reference image Iref.

We can use the neural radiance network to obtain the radiance rγ and density σγ at

regular intervals γ ∈ [1..∞] along this ray via

(σγ , rγ) = FΘ
(
tref + γd̂, d̂, f, c|wΘ

)
(4.6)

where d̂ = RT
ref ·KT

refp. We can use these regular samples from FΘ to obtain the predicted
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colour of the pixel R(p) via the volume rendering Equation [69]:

R(p) =
∑

γ

τγ (1− exp (−σγ)) rγ (4.7)

τγ = exp

− γ−1∑
j=1

σj

 (4.8)

where τγ is the transmittance at sample γ, which represents the probability that the

ray travels up to γ without hitting another surface.

It is intuitive that the proposed approach will be able to predict density based on the

consistency of feature representations between views. We can even see how analysing

exactly which views correlate well for a given point can provide hints about occlusions,

and guidance for albedo lookup. However, there is no simple mechanism to distinguish

a region which has low correlation due to being empty, and one with low correlation

due to being occluded in all views. The prevalence of these fully occluded regions grows

drastically as the number of input views is reduced, and leads traditional radiance field

models to produce reconstructions full of unrealistic holes.

4.2.3 Adversarial training

To combat this, we couple the above Generator network with a Discriminator network and

undertake adversarial training. This makes it possible to enforce realism in unobserved

regions. Usually in NeRF approaches, ray marching is performed through random pixels

of the images during training. However, effective adversarial training requires spatial

structure in the generated output, therefore we use a patch-based neural generator

function based on Equation 4.7. The use of a patch-based generator serves two purposes.

Firstly, it exponentially increases the number of possible training samples, ensuring

that the discriminator is not able to memorise the training dataset. Secondly it greatly

improves training efficiency as it can be expensive to repeatedly render entire images

via the NeRF.

Following Schwarz et al. [141], we generate a variable patch that scales with training

time. This allows for a variable receptive field. The patch P̂p of size δ × δ and centred
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on pixel p is defined as

P̂ (p, s) =
{

R (si + px, sj + py) | i, j ∈
{
−δ

2 , ...,
δ

2

}}
(4.9)

where s is the scale that controls the active field of the patch. The scale exponentially

decays during the training process, allowing our convolutional discriminator to learn

independently of the image resolution.

Figure 4.5: Variable patches. An illustration of the varying patch scale over

the course of training, which allows the discriminator to learn independently of

the image resolution.

Given the ground truth patch Pp for the target view Igt,

P (p, s) =
{

Igt (si + px, sj + py) | i, j ∈
{
−δ

2 , ...,
δ

2

}}
(4.10)

we compute the L1 loss between a randomly selected real and target patch

Lrec = ||P̂p −Pp|| where p ∼ U([0, 0], [W, H]). (4.11)

This L1 loss is effective at enforcing low-frequency correctness in the output. However,

it can lead to overly-blurred results and difficulty recovering high-frequency structures.

We therefore follow an LSGAN [95] approach and augment this with a convolutional

PatchGAN [63] discriminator network DΦ with parameters wΦ.

The discriminator network takes patches as input, and is trained to classify input patches

from the ground truth and from the generator as real or fake respectively. As such, the

discriminator loss is defined as

LD = ||1−DΦ (Pp) ||22 + ||DΦ
(
P̂p

)
||22 where p ∼ U([0, 0], [W, H]). (4.12)
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Finally, we can use the PatchGAN discriminator’s loss to also create an adversarial loss

which constrains the generator network

LG = λ||1−DΦ
(
P̂p

)
||22 where p ∼ U([0, 0], [W, H]). (4.13)

where λ is a weighting factor. This adversarial loss encourages the generator to produce

more realistic outputs which are able to fool the discriminator. Importantly, any holes

in the reconstruction due to occlusions will provide obvious clues for the discriminator.

Therefore the generator can only succeed in its task if the holes are filled with hallucinated

photo-realistic content.

We should re-iterate that this entire pipeline is fully differentiable. This includes the

discriminator, the patch-based volumetric rendering, the radiance field estimation, the

feature correlation computation, the homographic plane-sweep warping and the input

image feature lookup. As such, our adversarial loss LG is able to constrain all the

learnable parameters wE , wV , wΘ apart from those in the discriminator wΦ which are

optimised based on LD. These two optimisations are performed using separate Adam

optimisers [75] which are alternated.

4.2.4 Depth regularisation

Because SVS is an ill-defined problem, we found that the predicted depth images were

extremely noisy, if not completely nonsensical. To be able to reconstruct a well-defined

scene geometry, the predicted depth needs to be coherent with the image. We approach

this issue by adding two depth regularisers.

Edge-aware depth smoothness

Firstly, we introduce a depth smoothness loss to encourage the network to generate

continuous surfaces, similar to monocular depth estimation approaches [41]. As depth

discontinuities usually happen at colour edges [53], the depth smoothness is weighted

with the colour image gradients ∂I.

Lsmooth (d) = 1
N

∑
i,j

[
|∂xdij | e−||∂xIij || + |∂ydij | e−||∂yIij ||

]
(4.14)

where di,j is the predicted depth at pixel (i, j), and Ii,j the respective colour value.
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Distortion loss

In addition to smooth surfaces, we also want to get rid of other potential artefacts like

“floaters” (small disconnected regions of occupied space that look fine from the input

views, but would not be coherent if seen from another view), and “background collapse”

(far surfaces modeled as semi-transparent clouds of dense content in the foreground).

NeRF-based models [104] try to achieve this by adding Gaussian noise to the output

σ values during optimisation. But this does not eliminate all geometry artefacts, and

reduces the reconstruction quality. Instead, we follow Barron et al. [5] and include a

distortion loss in our regularisation.

Ldist (w) =
∑
i,j

wiwj + 1
3
∑

i

w2
i (4.15)

wi = τi (1− exp (−σi)) (4.16)

where wi are the alpha compositing weights at ray sample i, derived from Equation

4.7. This regulariser minimises the weighted distances between all pairs of ray points,

and the weighted size of each individual point. This helps the distribution function of

the density along the rays approximates a delta function. Finally, we combine all the

generator losses and regularisers with an LPIPS [190] perceptual loss. Our total loss is

as follows:

Ltotal = 1
2LD + LG + λrecLrec + Lperc + λsmoothLsmooth + λdistLdist (4.17)

where we chose λrec = 20, λsmooth = 0.4, λdist = 0.001 for our experiments.

4.3 Implementation details

We use COLMAP [140] to generate camera intrinsics and extrinsics at each input image.

We extract deep image features from the selected input views using a 2D CNN network

(Table 4.1), which are used to construct our cost volume. The neural embedding volume

is defined by the 3D CNN architecture on the second section of Table 4.1.

For the NeRF MLPs, we follow a similar setup to the original case [104]. We sample

128 points along each ray, with a ray batch of 1024. The MLP networks return the
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Table 4.1: Detailed architecture: f is the 3D volume features, c the reference colours,

k the kernel size, s the stride, d the kernel dilation, and chns shows the number of input

and output channels for each layer. We denote CBR2D/CBR3D/CTB3D/LR to be

ConvBnReLU2D, ConvBnReLU3D, ConvTransposeBn3D and LinearRelu respectively.

PE refers to the positional encoding as used in [104].

Layer k s d chns input

2D CNN

CBR2D0 3 1 1 3/8 I

CBR2D1 3 1 1 8/8 CBR2D0

CBR2D2 5 2 2 8/16 CBR2D1

CBR2D3 3 1 1 16/16 CBR2D2

CBR2D4 3 1 1 16/16 CBR2D3

CBR2D5 5 2 2 16/32 CBR2D4

CBR2D6 3 1 1 32/32 CBR2D5

F = CBR2D7 3 1 1 32/32 CBR2D6

3D CNN

CBR3D0 3 1 1 32 + 3 ∗ 3/8 F, I

CBR3D1 3 2 1 8/16 CBR3D0

CBR3D2 3 1 1 16/16 CBR3D1

CBR3D3 3 2 1 16/32 CBR3D2

CBR3D4 3 1 1 32/32 CBR3D3

CBR3D5 3 2 1 32/64 CBR3D4

CBR3D6 3 1 1 64/64 CBR3D5

CTB3D0 3 2 1 64/32 CBR3D6

CTB3D1 3 2 1 32/16 CBR3D4 + CTB3D0

CTB3D2 3 2 1 16/8 CBR3D2 + CTB3D1

f - - - - CBR3D0 + CTB3D2

MLP

PE0 - - - 3/63 x

LR0 - - - 8+3*3/256 f, c

LR1 - - - 63/256 PE

LRi+1 - - - 256/256 LRi+LR0

σ - - - 256/1 LR6

PE1 - - - 3/27 d

LR7 - - - 27+256/256 PE1,LR6

r - - - 256/3 LR7
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estimated colour r and density σ. We use an Adam optimiser [75] with a learning rate

of 5e − 4. We use Positional Encoding (PE) [104] for the 3D location and viewing

direction before feeding them into the networks. For more detailed information about

the architecture, refer to the Table 4.1.

4.4 Evaluation

4.4.1 Datasets

For training we are using two different commonly used datasets, DTU [65] and Forward-

Facing (LLFF) data [103]. The DTU dataset consists of a variety of scenes and objects

taken in a lab setup. We follow the same training approach in related papers [185, 15],

and split the dataset into 88 training scenes and 16 testing scenes, using an image

resolution of 512×640. The Forward-Facing dataset consists of handheld phone captures

taken in a 2D grid. We split the dataset into 35 training sets and 8 for testing in the

same scenes used for NeRF. Because we focus on the Sparse View Synthesis problem,

models are trained on 3 input views per scene.

4.4.2 Baseline models

We compare our method against the current state-of-the-art neural rendering methods

for few-input NVS. All methods are trained over LLFF and DTU using three input

images. We evaluate IBRNet [170], MVSNeRF [15] and our method over long baseline

movements. We were not able to train GeoNeRF [68] as the code had not been released

at the time of the development of this work, and the results in their paper are for a

much easier problem.

4.4.3 Results

From Table 4.2 we can see that our proposed approach performs similarly to RegNeRF

in terms of accuracy. This is despite the fact that RegNeRF is trained in a scene specific
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regime, while our approach is trained on unrelated scenes, then applied to a completely

unknown scene at test time.

Table 4.2: Quantitative evaluation. We evaluate our model over the DTU

and Forward Facing datasets. Bold is best result, italic is second best.

Model Experiment
DTU Forward facing

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

RegNeRF* [114] Optimised 18.89 0.745 0.190 19.08 0.587 0.336

IBRNet [170]

Unseen

12.71 0.4772 0.5678 16.40 0.5230 0.4986

MVSNeRF [15] 18.92 0.6831 0.2580 16.98 0.5839 0.3853

Ours 19.03 0.6929 0.2066 16.55 0.5534 0.3441

When comparing our technique against the other scene-agnostic state-of-the-art ap-

proaches (IBRNet and MVSNeRF) under the SVS evaluation protocol, we note that the

simplistic PSNR and SSIM accuracy measures are relatively similar. However, drastic

improvements are seen in the LPIPS metric over previous work ranging from a 15% to

60% improvement in the perceptual accuracy of the reconstructed scene. It is interesting

to note that our approach performs especially well on the more challenging DTU dataset.

Qualitative examples for both datasets are shown in Figures 4.6 and 4.7. We can

observe that our model manages to recover sharper edges and object boundaries where

the state-of-the-art baseline experiences fuzziness, smearing, and duplication artefacts.

Unfortunately, our approach still struggles to reconstruct very complex backgrounds

and suffers from certain blurriness in some areas.

4.4.4 Ablation study

In Table 4.3 we undertake an ablation study to measure the performance enhancement

of each contribution. The depth smoothing loss makes a small but noticeable difference

across all metrics. It is interesting to note that the distortion loss leads to a marginal

decrease in the PSNR and SSIM metrics on the Forward Facing dataset. However, it

still provides a more significant improvement in terms of LPIPS. This is expected, as



4.4. Evaluation 77

R
ef

.
vi

ew
1

R
ef

.
vi

ew
2

M
V

SN
eR

F[
15

]
O

ur
s

G
ro

un
d

Tr
ut

h
D

ep
th

(O
ur

s)

Figure 4.6: Example predictions from the DTU dataset. Each column shows a different

scene predicted under the Sparse View Synthesis evaluation protocol. Note that state of

the art [15] predictions exhibit fuzziness or “smearing” around object boundaries where

occlusions occur. In contrast our approach provides sharper edges as it realistically fills

unobserved regions.
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Figure 4.7: Example predictions from the LLFF dataset. Again we can observe

“smearing” artefacts in the state-of-the-art predictions, especially along the image borders.

Additionally, we can observe “halo” or “duplicated boundary” artefacts in some of the

state-of-the-art scenes such as the rightmost two columns. These perceptually jarring

artefacts are easily detected by our adversarial discriminator, and so they do not occur

in the predictions for our approach.



4.5. Conclusion 79

the distortion loss slightly limits the flexibility of the volumetric rendering by preventing

“smearing” the scene across depths. However, this in turn removes floating blob artefacts

and blurred scene depth when viewed from distant viewpoints. These artefacts have a

significant impact in the overall perceptual quality of the rendered image, and are vital

for possible human-centric applications.

The final adversarial loss leads to significant improvements across all metrics, with

the largest gains once again being with the LPIPS score. This demonstrates that the

integration of adversarial learning is vital for producing plausible renders for SVS.

Table 4.3: Ablation study. We study the effect of each addition to the model

on the Forward facing dataset. Bold is best result, italic is second best.

Depth

Smooth
Distortion Adversarial

DTU Forward facing

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

× × × 18.65 0.6780 0.3959 16.11 0.5318 0.4791

✓ × × 18.70 0.6799 0.3882 16.14 0.5361 0.4709

✓ ✓ × 18.71 0.6802 0.3530 16.10 0.5419 0.4611

✓ ✓ ✓ 19.03 0.6929 0.2066 16.55 0.5534 0.3441

4.5 Conclusion

Within the frame of generating virtual camera views for live event capture or low budget

productions, we are faced by the physical constraints posed by the recording locations.

These locations are often not ideal for the production of audio-visual media, and cameras

are placed in non-optimal positions. This poses a view synthesis problem where the

number of reference views is limited, and the baseline between target and reference view

is significant. We call this the Sparse View Synthesis (SVS) problem. This results in a

number of challenges which are not present in the standard Novel View Synthesis (NVS)

problem setup. Most notably the fact that large portions of the target view may be

occluded or otherwise not visible within the reference views.

While implicit representation models like NeRF have become very popular to tackle
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NVS problems, these approaches face computational limitations, and require a large

number of dense input views. In the case of SVS, there is no mechanism for a standard

radiance field model to appropriately fill the large disocclusion gaps. Therefore, in

this chapter we proposed an algorithm which unified generative adversarial learning

techniques with traditional radiance field modelling. This encouraged the system to

inpaint unobserved regions with plausible scene completions. This led to perceptual

quality improvements of up to 60% compared to existing radiance field models.

Although the proposed approach is a major step towards achieving more extreme and

sparse renderings, there is still some way to go to achieve full extreme SVS. While

GANs produce good results at generating new content, they suffer from the classic

training instability, which makes the model harder to train. In addition, the difficulty

of the problem means the complexity of the solution increases. As we handle extreme

baseline movements, this creates an ill-posed problem where sometimes the network

does not differentiate between empty or occluded space. Thus, in areas viewed by only

one of the source views, the reconstruction can lack fidelity. In future work it may be

possible to resolve this by re-weighting the generative losses in different regions based

on visibility.

Most importantly for the application of audio-visual content production, future tech-

niques must be generalised to temporal video. Dynamic scenarios may consist of static

or moving cameras, and may contain rigid and non-rigid dynamic objects. Adapting our

current approach by naively adding a temporal dimension to our NeRF input would

not be able to correctly capture complex dynamics and maintain temporal consistency

across video frames. Thus, we require a model that can represent scenes from sparse

inputs with large uncertainty, as well as being capable of modelling complex dynamics.



Chapter 5

ZeST-NeRF:

Using Temporal Aggregation for

Zero-Shot Temporal NeRFs

5.1 Problem Definition

As the motivation of this thesis lies within television production and live event capture,

our final aim is to be able to render novel views from input video. This problem is

particularly challenging, due to the need to model the temporal component of videos.

In this chapter we present the next logical extension of our SVS image model to video

rendering. Instead of using multiple camera views, we follow a similar approach to

recover missing content of a scene by leveraging temporal information across keyframes.

This allows us to render new points of view from a given monocular video.

As we have previously seen, many new approaches [114, 5] tackle the problem of image

NVS by using NeRF [104] as an impicit representation of the scene. These models overfit

a Multi-Layer Perceptron (MLP) to a given static scene (Fig. 5.1a). This has been

extended to dynamic scene methods that aim to model the temporal dimension alongside

the spatial ones [82, 81] (Fig. 5.1b). These approaches achieve impressive photo-realistic

results but have similar limitations to NeRF, being very expensive, requiring a lot of

81
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(a) Scene-specific image (e.g. NeRF [104]) (b) Scene-specific video (e.g. NSFF [82])

(c) “Zero-shot” image (e.g. MVSNeRF [15]) (d) “Zero-shot” video (ZeST-NeRF)

Figure 5.1: “Zero-shot” temporal NeRF contrasted with existing techniques

input views, and having a very long per-scene optimisation process. Some approaches,

like PixelNeRF [185], MVSNeRF [15], and our previous work on SVS [43], sought to

generalise NeRFs to unseen scenes from a limited number of input views (Fig. 5.1c). This

is already a highly ill-defined problem, which suffers from uncertainty and ambiguity in

the reconstructed data. Naively adding a layer of temporal complexity can significantly

exacerbate this, preventing the network to model complex dynamics and to maintain

temporal consistency. In this work, the temporal data becomes an advantage, as

information is aggregated across frames to resolve ambiguities in unknown scenes.

In particular, we propose ZeST-NeRF (Fig. 5.1d), a model that uses temporal information

to reconstruct a scene geometry and motion estimate. This can then be used to generalise

to unseen scenes without requiring expensive retraining. Given a set of keyframes, we

use simultaneously a static geometry encoding volume to inform a static NeRF (which

reconstructs the background) and a dynamic encoding volume to inform a dynamic

NeRF (which reconstructs the motion between frames). We then combine these to

generate a new video from a new point of view. Because our approach learns to estimate

structure and motion in a scene-agnostic way, it can be applied “zero-shot” to new

scenes without laborious training. Note that in the context of NeRFs we use ‘zero-shot’

to refer to the ability to perform inference on scenes (and scene configurations) that

differ from those seen during training. This is in slight contrast to the usage of the
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phrase in supervised learning which refers specifically to ‘categories’ of data which were

unseen during training. We have made our code publicly available1.

In summary, the contributions of this chapter are:

• First radiance field approach capable of “zero-shot” novel viewpoint rendering in

completely unseen videos of complex scenes.

• An efficient multi-encoding-volume approach to scene-agnostic video representa-

tion.

• A visibility-based loss re-weighting for high-fidelity disocclusion reconstruction.

• A new evaluation protocol and newly developed baselines for the problem of

“zero-shot” novel-viewpoint-rendering in the video.

5.2 Method

5.2.1 Geometry and motion encoding volumes

Our architecture (See Fig. 5.2) exploits the power of multi-view 3D CNN encoding

volumes [15, 43] to generalise to new scenes. These volumes are constructed similarly to

our previous Geometry Volume Encoder from Section 4.2.1. The 3D volumes integrate

2D CNN features of the input images by warping multiple sweeping planes of source

view features. However, instead of using images from different camera views to construct

our volumes, we use selected frames across the video. This allows us to generalise

correlations between images, which can then be used to reason about geometry and

motion, helping the network generalise to previously unseen scenes.

We use two different volumes which learn different correlations between frames by con-

struction. The geometry volume and the motion volume described below are constructed

with the same network architecture but have different inputs and do not share weights.

1https://github.com/violetamenendez/zest-nerf

https://github.com/violetamenendez/zest-nerf
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Figure 5.2: Model overview: ZeST-NeRF uses a geometry and a motion

encoding volume to inform the static and the dynamic NeRFs, respectively.

The static network captures the static elements of the scene, like the parts of

the background that remain constant throughout the video. While the dynamic

network represents the dynamic objects and motions of the scene, which can

include static parts that are partially occluded by transient objects.

Geometry volume Given the image sequence V = {Ii | Ii ∈ RH×W ×3}Ni=1, we use K

keyframes that are representative of the whole video K = {Ii | Ii ∈ V, i = λ ·j, λ ∈ N}Kj=1.

In our experiments, we use keyframes equally spread across the sequence. However,

our approach could easily make use of intelligent keyframe selection techniques. These

frames will inform the volume about the general geometry of the scene, particularly

including static background elements. We then extract the deep features of each key

frame using a deep 2D convolutional network E(Ii|wΨ) with weights wΨ. This network

consists of downsampling convolutional layers, batch-normalisation and ReLU activation

layers.

We build the plane sweep volume by aligning each feature map to the reference view at

multiple depths. To achieve this, a homography Hi (d) is computed for each view at each

depth. Given the camera parameters {Ki, Ri, ti} (intrinsics, rotation and translation)
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for camera i the homography is defined as

Hi (d) = Ki ·Ri ·
(
I + (tref − ti) · nT

ref
d

)
·RT

ref ·KT
ref (5.1)

where I is the 3× 3 identity matrix, nref the principle axis of the reference camera, and

d is the depth to which the images are being warped. This operation is differentiable,

which allows for end-to-end training of the feature encoding network weights wΨ based

on the downstream reconstruction losses.

Figure 5.3: Static encoding volume. To extract static correlations across

the video we select n keyframes and extract their 2D CNN features, which are

then combined into a 3D CNN encoding volume through a variance-based cost.

The feature sweep volumes S(Ii) for each keyframe Ii ∈ K are created by applying the

warping function W determined by the homography H to the keyframe’s feature maps

at every depth,

S(Ii) = {W (Hi (d) , E(Ii|wΨ)) | ∀d ∈ {1, ..., D}} (5.2)

Then, a variance-based cost volume C(K) [19, 182] is generated by aggregating all the

warped feature sweep volumes,

C(K) = Var ({S(Ii)|∀Ii ∈ K}) (5.3)

This cost volume encodes appearance variations across views. A variance based metric

makes it possible to compute this using an arbitrary number of input views.
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Finally, the cost volume is processed using a 3D CNN UNet-like network [134]. The

output of this network is the neural geometry embedding volume (Fig. 5.3),

G = V (C(K)|wΩ) (5.4)

This embedding volume encodes the feature correlations across key views in the video,

which have been propagated using downsampling and upsampling layers with skip

connections. This structure allows the volume to represent the static appearance elements

from the video. In this way, the system can generalise to new scene arrangements and

video lengths at inference time.

Motion volume This volume is similar in concept to the geometry volume, but it

extracts dynamic correlations across short-term neighbouring frames instead of modelling

static structure. By choosing only frames near our target time, the network is informed

of the correlations caused by moving objects (Fig. 5.4).

Figure 5.4: Dynamic encoding volume. To extract dynamic correlations we

select temporal neighbouring frames to our target frame, we then extract 2D

CNN features from them and combine these into a 3D CNN motion encoding

volume using a variance-based cost.

We choose M neighbours around our target frame at time t to create this motion encoding

volume. In practice, we use M = 4 for neighbours Nt = {Ii | Ii ∈ V, i ∈ {t± 1, t± 2}}.
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We build the motion volume following the same approach as for the static geometry

encoding volume. Using the neighbouring frames Ii ∈ Nt and the homography in

Equation 5.1 to build the feature sweep volumes S(Ii). Then aggregating the feature

volumes using Equation 5.3 in the cost volume C(Nt). And subsequently, passing the

cost volume through a 3D CNN network with the same architecture as for the geometry

volume, but with different training weights. We then obtain the motion volume,

M = V (C(Nt)|wΞ) (5.5)

This volume thus represents the short-term behaviours of dynamic scene elements. Note

that this includes the parts of the scene’s background that are occluded by dynamic

content, whose changing appearance across time makes the geometry network unable to

reconstruct (see example in Figure 5.2).

5.2.2 Static neural radiance fields

We optimise an MLP [104] FΘ with parameters wΘ to decode the geometry volume

G (Eq. 5.4) embedding into a density and view-dependent radiance (colour). Given

a 3D point x and a viewing direction d, the network FΘ regresses the density σ and

colour c at that point, conditioned on the corresponding 3D feature g = G(x). To allow

the correlations and structures in G to be mapped back to the original scene albedo,

we use the pixel colour of the original key frame inputs K as additional conditioning

information [15]. These original colours are extracted from the input keyframes by

reprojecting the 3D point x onto each keyframe and concatenating the pixel colour

values. The colour vector is then k = [Ii(ui, vi)] ∀Ii ∈ K, where (ui, vi) is the pixel

location when reprojecting point x onto keyframe Ii. We also predict blending weights

b [82], which assign the linear weights to blend the colour and density estimated by the

static and dynamic radiance fields (see Sec. 5.2.4). These weights are unsupervised and

give higher importance to the static regions of the scene that this static representation

can best model.

FΘ : (x, d, g, k|wΘ) 7→ (σx, cx,d, bx,d) (5.6)
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5.2.3 Dynamic neural radiance fields

To model the dynamics of our scene, we cannot just naively add a time dimension to

our radiance field input. Doing so results in very noisy and inconsistent results due

to the problem’s dimensionality [82, 81]. Instead, we estimate scene flow fields [82]

to aggregate information between frames. Our dynamic representation predicts the

forward and backward 3D scene flow at a given location Ft = (ft→t+1, ft→t−1). This

denotes 3D offset vectors that point to the position of that point at times t + 1 and

t− 1.

Unfortunately, density and scene flow are ambiguous in disocclusion regions caused

by 3D motion. There is no simple mechanism to distinguish a region with a low

correlation due to being empty and one with a low correlation due to being occluded

in all frames. The prevalence of these fully occluded regions grows drastically as the

number of input frames is reduced, leading traditional radiance field models to produce

reconstructions full of unrealistic holes. To avoid this, we also predict disocclusion weights

Wt = (wt→t+1, wt→t−1). These unsupervised weights can be seen as the confidence of

the estimated results and can guide the application strength of the reconstruction losses

to the areas we are certain are observable across the video. The dynamic representation

is then given by the following function FΦ where x is the query point in 3D space, with

viewing direction d at time t ∈ {1, ..., N}. m = M(x) is the corresponding feature from

our motion encoding volume from Equation 5.5, to which we concatenate the original

colour values from neighbouring frames n = [Ii(ui, vi)] ∀Ii ∈ Nt,

FΦ : (x, d, t, m, n|wΦ) 7→ (σx,t, cx,d,t,Ft,Wt) . (5.7)

5.2.4 Volume rendering

We use differentiable ray marching to render the colour of image pixels. This is done

by projecting (“marching”) a ray rt through a pixel in the target image It at time t.

We query the respective neural radiance networks at regular intervals γ ∈ [1..∞] along

this ray to obtain the radiance (colour) cγ = c (γ) and density σγ = σ (γ) at each ray
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sample.

(σγ , cγ , bγ) = FΘ (rt,γ , d, g, k|wΘ) (5.8)

(σt,γ , ct,γ ,Ft,γ ,Wt,γ) = FΦ (rt,γ , d, t, m, n|wΦ) (5.9)

where rt,γ = rt(γ) = ot + γd with ot being the ray origin and d the direction vector.

Then, we use the predicted blending weights bγ to “blend” the colour and density

samples from FΘ and FΦ. Obtaining the estimated colour Ĉb(rt) of the pixel via the

volume rendering equation [69]:

Ĉb
sta(rt) =

∑
γ

τ b
γ (1− exp (−σγ)) cγ , Ĉb

dy(rt) =
∑

γ

τ b
γ (1− exp (−σt,γ)) ct,γ (5.10)

Ĉb(rt) = (1− bγ) Ĉb
sta(rt) + bγĈb

dy(rt) (5.11)

where τ b
γ is the blended transmittance at sample γ, which represents the probability

that the ray travels up to γ without hitting another particle.

τ b
γ = exp

− γ−1∑
j=1

(σj (1− bj) + σt,jbj)

 (5.12)

5.2.5 Losses and regularisations

Reconstruction loss To enforce low-frequency correctness in the output, we compute

the L2 loss between the blended colour estimate and the true colour,

Lrec = ||Ĉb(rt)− C(rt)||22 (5.13)

Temporal photometric consistency To encourage the reconstruction of the scene

at time t to be consistent with the scene at neighbouring times k ∈ N (t). We apply

a photometric loss [82] to our dynamic network, which considers the motion due to

3D scene flow. This is done by warping the scene from neighbouring frame k to time

t and comparing it to the ground truth scene at time t. Because this loss suffers

from ambiguity in disocclusion areas, it is scaled by the estimated confidence weights

mentioned in Sec. 5.2.3.

Lpho =
∑

k∈N (t)
Ŵk→t(rt)||Ĉdy(rt + ft→k)− C(rt)||22 (5.14)
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where ft→k ∈ Ft is the scene flow field from time t to k. We apply volume rendering to

get the colour Ĉdy(rt + ft→k) from the dynamic network FΦ at time k. We also apply

volume rendering to get the disocclusion weights Ŵk→t(rt), which are the accumulated

confidence estimates wt→k,γ along each ray.

Ĉdy(rt + ft→k) =
∑

γ

τk,γ (1− exp (−σk,γ)) ck,γ (5.15)

Ŵk→t(rt) =
∑

γ

τk,γ (1− exp (−σk,γ)) wt→k,γ (5.16)

τk,γ = exp

− γ−1∑
j=1

(σk,j)

 (5.17)

Disocclusion weight regularisation The system can fall into a degenerate local

minimum, where the disocclusion weights wt→k are zero at every 3D point xt, and only

the static NeRF is active. We avoid this with an L1 regularisation that pushes them

closer to one.

Lw =
∑
xt

∑
k∈N (t)

||wt→k(xt)− 1|| (5.18)

Blending weights entropy loss This loss encourages blending weight to be either 0

or 1, which can help to reduce the ghosting caused by learned semi-transparent blending

weights.

Lb = || − b · log (b) || (5.19)

Cycle loss We enforce a cyclic regularisation to ensure that the predicted forward

flow field at time t, ft→k, is consistent with the backward flow field at time k, fk→t,

where k is a neighbouring time k ∈ {t± 1}. Fundamentally, if xt→k = xt + ft→k then we

should see that xt→k + fk→t = xt. That is, ft→k = −fk→t. Flow fields are ambiguous at

disocclusion areas, so we regulate this loss with the predicted disocclusion weights [82].

Lcyc =
∑
xt

∑
k∈{t±1}

wt→k||ft→k(xt) + fk→t(xt→k)|| (5.20)
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Scene flow regularisation We assume that motion is small in most 3D space [164],

so we minimise the absolute value of the flow fields.

Lmin =
∑
xt

∑
k∈{t±1}

||ft→k(xt)|| (5.21)

Scene flow spatial smoothness We assume that the scene deforms in a piece-wise

smooth way [110], meaning the scene flow field is spatially smooth.

Lsp =
∑
xt

∑
yt∈N (xt)

∑
k∈{t±1}

wdist (xt, yt) ||ft→k(xt)− ft→k(yt)|| (5.22)

where N (xt) are the neighbouring points of xt, and wdist (xt, yt) = exp(−2||xt − yt||)

are weightings based on Euclidean distance.

Scene flow temporal smoothness Finally, we add a scene flow temporal smoothness

loss. This loss encourages 3D point trajectories to have minimal kinetic energy [168] i.e.

constant velocity and piece-wise linear motion.

Ltemp =
∑
xt

||ft→t+1(xt) + ft→t−1(xt)||22 (5.23)

5.2.6 Weakly-supervised pre-training

Since the problem of reconstructing complex dynamic scenes is extremely ill-posed, the

losses can converge to local minima when randomly initialised [82]. We first complete

a data-mining stage to initialise the problem optimally. We use monocular optical

flow and depth estimation networks to generate pseudo ground truth data to guide

our network. However, as both models are not completely accurate, we use them for

initialisation only and decay their contribution to zero during training.

Geometric consistency First, we compute a reprojection error between the scene

flow field estimated by ZeST-NeRF and that derived from pre-trained optical flow

models [159]. Although losses that rely on backprojection do not consider transparencies,

this loss is only used for initialisation, and it can be compensated by other losses during
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training given that NeRFs are capable of representing transparencies. Given a ray rt

at time t and estimated 3D scene-flow ft→k, we can calculate the expected location of

the 3D point X̂t(rt) and the expected 3D scene flow F̂t→k(rt) of that point, by using

volume rendering,

X̂t(rt) =
∑

γ

τt,γ (1− exp (−σt,γ)) xt,γ (5.24)

F̂t→k(rt) =
∑

γ

τt,γ (1− exp (−σt,γ)) ft→k,γ (5.25)

Then we project that displaced 3D point X̂t(rt) + F̂t→k(rt) into the camera view of the

neighbouring frame (k) as

p̂t→k = π
(
K
(
Rk

(
X̂t(rt) + F̂t→k(rt)

)
+ tk

))
. (5.26)

We compare our estimation to the displaced pixel pt→k = pt + ut→k, where ut→k is

the 2D optical flow derived using a pre-trained optical flow model [159]. We can then

minimise the reprojection error with the following loss [61],

Lgeo =
∑

k∈{t±1}
||p̂t→k − pt→k|| (5.27)

Single-view depth prior In traditional Neural Radiance Fields approaches, depth

maps are extremely noisy, if not nonsensical. We use a pre-trained monocular depth

estimation network [127] to encourage the expected termination depth along each ray

D̂(rt) to be close to the derived depth D(rt). We apply an L1 loss using a robust

scale-shift invariant metric [82],

Ldepth = ||D̂(rt)−D(rt)||. (5.28)

5.3 Implementation details

We use COLMAP [140] to generate camera intrinsics and extrinsics at each frame while

masking features from regions associated with dynamic objects [82] using off-the-shelf

instance segmentation [50]. We use the same architecture to build both the geometry

and motion volumes, only differing in the number of input channels (K = 8 key-frames
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and N = 4 neighbours, respectively). The volumes are optimised separately and thus

do not share weights. We extract 32 feature channels from the input images using a

2D CNN consisting of downsampling convolutional layers with Batch-Normalisation

(BN) and ReLU activation function (first section of table 5.1). Warping these features

we create a Plane Sweep Volume per input image, selecting D = 128 depth planes.

These are aggregated through a variance-based cost volume and processed using a 3D

UNet-like network, consisting of downsampling and upsampling convolutional layers

with BN and ReLU, and skip connections (second section of table 5.1).

For the NeRF MLPs, we follow a similar setup to the original case [104]. We sample 128

points along each ray, with a ray batch of 1024. We also have two separate networks for

the static and dynamic parts, which do not share weights. We append the normalised

time indices as in NSFF [82] to our dynamic network inputs. The MLP networks return

the estimated colour c and density σ, as well as blending weights b in the case of the

Static MLP, and 3D scene flow f and occlusion weights w in the case of the Dynamic

MLP. We use an Adam optimiser [75] with a learning rate of 5e− 4. We use Positional

Encoding (PE) [104] for the 3D location and viewing direction before feeding them into

the networks. For more detailed information about the architecture, refer to the table

5.2.

5.4 Evaluation

5.4.1 Datasets

We train on the Dynamic Scenes dataset [184]. This dataset consists of 8 short-time

video clips recorded with 12 synchronised cameras, and sampled from each camera at

different times to simulate a moving monocular camera. The scenes are collected in

the wild and feature complex motions such as jumping, running, or dancing. As this

dataset is quite small, we perform a leave-one-out cross-validation study to prove our

performance. We train one full model per subset of scenes, created by holding out one

single scene for validation. This means that we can test on every scene of the Dynamic

Scenes dataset with a model that has been trained on completely unrelated scenes.
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Table 5.1: Encoding volumes architecture: g/m denote the geometry and mo-

tion 3D features respectively. k is the kernel size, s is the stride, d is the kernel

dilation, and chns shows the number of input and output channels for each layer.

We denote CBR2D/CBR3D/CTB3D to be ConvBnReLU2D, ConvBnReLU3D, and

ConvTransposeBn3D layer structure respectively.

Layer k s d chns input

2D CNN

CBR2D0 3 1 1 3/8 I

CBR2D1 3 1 1 8/8 CBR2D0

CBR2D2 5 2 2 8/16 CBR2D1

CBR2D3 3 1 1 16/16 CBR2D2

CBR2D4 3 1 1 16/16 CBR2D3

CBR2D5 5 2 2 16/32 CBR2D4

CBR2D6 3 1 1 32/32 CBR2D5

F = CBR2D7 3 1 1 32/32 CBR2D6

3D CNN

CBR3D0 3 1 1 32 + (K/N) ∗ 3/8 F, I

CBR3D1 3 2 1 8/16 CBR3D0

CBR3D2 3 1 1 16/16 CBR3D1

CBR3D3 3 2 1 16/32 CBR3D2

CBR3D4 3 1 1 32/32 CBR3D3

CBR3D5 3 2 1 32/64 CBR3D4

CBR3D6 3 1 1 64/64 CBR3D5

CTB3D0 3 2 1 64/32 CBR3D6

CTB3D1 3 2 1 32/16 CBR3D4 + CTB3D0

CTB3D2 3 2 1 16/8 CBR3D2 + CTB3D1

g/m - - - - CBR3D0 + CTB3D2
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Table 5.2: MLPs architecture: g/m denote the geometry and motion 3D features

respectively. k and n are the original colours of the K key-frames and N neighbouring

frames, that are concatenated to the inputs. chns shows the number of input and

output channels for each layer. We denote LR to be LinearReLU layer structure. PE

refers to the positional encoding as used in [104].

Layer chns input

Static MLP

PE0 3/63 x

LR0 8+K*3/256 g, k

LR1 63/256 PE

LRi+1 256/256 LRi+LR0

σ 256/1 LR6

b 256/1 LR6

PE1 3/27 d

LR7 27+256/256 PE1,LR6

c 256/3 LR7

Temporal MLP

PE0 4/63 x, t

LR0 8+N*3/256 m, n

LR1 63/256 PE

LRi+1 256/256 LRi+LR0

σ 256/1 LR6

f 256/6 LR6

w 256/2 LR6

PE1 3/27 d

LR7 27+256/256 PE1,LR6

c 256/3 LR7
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5.4.2 Baseline models

We compare our results to a space-time view synthesis approach NSFF [82] and two

“zero-shot” static view synthesis approaches SVS [43] and MVSNeRF [15] applied naively

across frames. We attempted to reproduce the results in Li et al. [81] but found it

impossible with the information given in the paper due to the lack of published code.

5.4.3 Results

Table 5.3: Quantitative evaluation. Results on cross-validation training and

further fine-tuning. Bold is best result, italic is second best.

Model
Scene-agnostic Scene-specific

PSNR↑SSIM↑ LPIPS↓ PSNR↑SSIM↑ LPIPS↓

NSFF [82] 13.15 0.3178 0.7334 28.19 0.9280 0.0450

SVS [43] 17.91 0.4958 0.3698 21.28 0.7103 0.2001

MVSNeRF [15] 19.37 0.6198 0.2885 26.94 0.8678 0.1208

ZeST-NeRF (Ours) 21.59 0.6239 0.2048 26.94 0.8575 0.0995

When comparing ZeST-NeRF to other state-of-the-art models in Table 5.3, we can see

that our approach outperforms all models when applied in a scene-agnostic manner.

ZeST-NeRF improves the results of other scene-agnostic methods by at least 15% across

all metrics. In addition, a ZeST-NeRF model pre-trained on different sequences can be

rapidly fine-tuned on a specific scene to produce results competitive with exhaustively

optimised scene-specific approaches quickly. Qualitative results are shown in Figure 5.5.

We can observe that our model produces significantly more accurate and pleasant

results than the other methods. Approaches like MVSNeRF [15] or SVS [43] are able to

reconstruct the correct background, but struggle to recover the dynamic objects in the

scene. As the numbers from the ablation study suggest (Table 5.4), this is probably

due to the necessity of having both a geometry and a dynamic network to recover static

and dynamic features. Despite the superior results of our model, our results still suffer

from some duplication artefacts and background blurriness. We can observe that this
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blurriness lessens when we fine-tune to each scene (see Figure 5.6). This may be caused

by the static and dynamic networks trying to balance and preventing each other to

obtain the best result. On the other hand, the NSFF [82] model is not really equipped

to solve this scene-agnostic problem.

Table 5.4: Ablation study. Effect of each addition to the model. Bold is best result.

Geometry Dynamic PSNR↑ SSIM↑ LPIPS↓

× × 12.67 0.4142 0.8277

✓ × 17.87 0.4533 0.4781

× ✓ 20.19 0.5814 0.2447

✓ ✓ 21.59 0.6239 0.2048

5.5 Conclusion

The problem of generating virtual camera views from raw video is central to the

application of audio-visual content production. In this chapter, we have introduced

ZeST-NeRF, a novel and dynamic-scene representation technique that addresses the

challenge of scene-agnostic “zero-shot” Novel View Synthesis for videos. By combining

MVS and scene flow field estimation approaches, our proposed method enables the

rendering of novel views in previously unseen scenes. The application of ZeST-NeRF

proves particularly beneficial in media production scenarios, where numerous videos are

available, and the need to generate new camera views without resorting to expensive

scene-specific training is paramount.

Attempts to apply state-of-the-art techniques to tackle this problem by naively adding

a temporal dimension have resulted in suboptimal outcomes, characterised by blurry

results and a high prevalence of artefacts. In some cases, training these methods proved

infeasible altogether. To overcome these limitations, we have proposed an algorithm

that harnesses the generalisation power of MVS techniques. Our approach extends these

techniques into the spatial and temporal dimensions, predicting scene flow field and

occlusion weights. The inclusion of occlusion weights in our technique plays a crucial
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NSFF [82] SVS [43] MVSNeRF [15] ZeST-NeRF (Ours) Ground Truth

Figure 5.5: “Zero-shot” qualitative results on the Dynamic Scenes dataset [184]
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MVSNeRF [15] ZeST-NeRF (Ours)

Figure 5.6: Fine-tuned qualitative results on the Dynamic Scenes dataset [184]
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role in enhancing the fidelity of reconstructions, particularly in areas that are partially

occluded. Simultaneously, the predicted flow field enables effective modelling of the

temporal dimension within videos, providing a significant advantage over prior methods

that focused solely on spatial reconstructions.

Despite the inherent complexity and ill-posed nature of the “zero-shot” NVS problem,

it is important to acknowledge that our approach is not without its limitations. While

ZeST-NeRF represents a significant step-change in performance compared to previous

research, there are still challenges to address. Duplication artefacts and occasional

blurriness may persist in certain scenes. Nevertheless, the advancements made by

ZeST-NeRF offer promising possibilities for future research and development in the

field of dynamic-scene representation, with applications in media production and in

various other domains, including Virtual Reality (VR), Augmented Reality (AR), and

3D content creation.



Chapter 6

Conclusions and Future Work

In this thesis we tackled the challenging problem of Novel View Synthesis (NVS) in

sparse camera setups. This was motivated by television production, with an aim to

facilitate the coverage of resource-constrained events. The challenges encountered in

these scenarios included a constraint on the number of available cameras and specialised

equipment, feasible camera locations, and computational resources. Reconstructing a

novel view of a scene was already a challenging and ill-defined problem which suffered

from high ambiguity and uncertainty. These challenges were exacerbated by the physical

limitations, as visible content of the scene was reduced dramatically, and the occlusions

became more extreme.

Traditional computer vision methods relied on dense input data or specialised equip-

ment to reconstruct 3D geometries of scenes. These approaches struggled to capture

scene semantics and reconstruct high ambiguity areas. Our aim was to harness the

extrapolating power of Deep Learning (DL) algorithms to develop a framework that

could reconstruct these extremely sparse scenes. Furthermore, we were interested in

approaches that were able to handle different camera arrangements and changes of

scene.

We approached this problem as one of image generation, using inpainting and NVS

techniques. With this in mind, we laid out a series of objectives in Section 1.2, namely,

1. Explore the use of generative inpainting techniques to the application of novel

101
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view synthesis.

2. Develop a generative deep learning framework that exploits multi-view camera

information and can generate novel content in unobserved regions avoiding visual

artefacts.

3. Provide view-synthesis models with a generalisation mechanism to be applicable

to diverse and sparse camera setups in varied scenes.

4. Explore the temporal consistency and generalisation of videos for the view synthesis

problem.

6.1 Conclusions and limitations

In this chapter we summarise our technical contributions, their alignment with our

objectives, their limitations, and potential avenues for future improvements.

Chapter 3 – SaiNet: Stereo aware inpainting behind objects with generative

networks

Our first technical contribution in Chapter 3 addressed Objective 1. We introduced a

deep learning architecture and training scheme that leveraged stereo camera information

to reconstruct missing parts of an image. This inpainting model made use of two

strategies to enforce stereo consistency: the introduction of an image stereo context,

and the use of a stereo consistency loss. We trained our model in a self-supervised

fashion using geometrically meaningful masks representing object occlusions. To create

ground truth data we first generated a pool of binary masks extracted from a set of

unrelated images, using edge detection and background propagation. We then pasted

those masks on our training images according to a simulated disparity to obtain virtual

object occlusions. Our architecture used Partial Convolutions [87] and edge-guided

inpainting [109] to recover the image content behind the disocclusions.

We evaluated the performance of our framework over diverse datasets, including synthetic

stereo datasets containing a multitude of objects, realistic-looking driving datasets, and a
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small real-world dataset. Our technique exhibited substantial performance improvements

over state-of-the-art models by up to 50% PSNR, as well as achieving a competitive

overall multi-view consistency of the reconstruction. Although our model fulfilled

Objective 1 and delivered superior quantitative results compared to other approaches,

there remains ample room for further enhancements in our methodology.

It would be interesting to further study the impact of mask size and placement on

the inpainting process. Additionally, investigating the calibration of various hyper-

parameters and reconstruction loss functions could enhance the effectiveness of the

stereo-consistency loss. Furthermore, an end-to-end training approach that encompasses

edge reconstruction may lead to more optimal results. However, it is worth noting that

our current approach is capable of handling only minor changes in baseline and camera

configurations that lie within the same plane, as is the case in a stereo camera setup.

Chapter 4 – SVS: Adversarial refinement for sparse novel view synthesis

In Chapter 4 we proposed the problem of SVS, a scenario characterised by the presence

of a limited number of cameras widely spaced apart on different planes. With this

second technical contribution, we tackled Objectives 2 and 3. The nature of this problem

was inherently complex and ambiguous due to the sparsity of input data, resulting in

large occluded areas across all views.

In this framework we employed Neural Radiance Fields (NeRFs), a 3D rendering

approach known for producing high-quality photorealistic results. However, NeRF

required dense inputs under ideal conditions, and necessitated per-scene optimisation

involving several hours of processing. In contrast, our system was engineered to handle

substantial camera motion using just three input views. Moreover, it demonstrated the

capacity to generalise to new scenes that are unseen at training. Our pipeline consisted

of a neural encoding volume which encoded scene geometry, along with a radiance field

that sampled from this encoding volume. Adversarial training was used to diversify the

sampling of occlusions and hallucinate content to fill in the gaps.

Our comprehensive evaluation showcased the superiority of our model over comparable

approaches, especially in accommodating larger baseline changes. While other methods
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frequently grappled with issues such as 3D floating artefacts, blurring, and structural

duplication, our model reduced these significantly. We conducted tests on two well-known

datasets, DTU [65] and LLFF [103].

Despite accomplishing Objectives 2 and 3, our model still suffered from certain limitations.

Notably, while GANs excel at generating new content, they suffer from the classic

training instability, making model training more challenging. In addition, the difficulty

of the problem dealing with extreme baseline disparities meant the complexity of the

solution increased. This resulted in an ill-posed problem where the network sometimes

struggled to differentiate between empty and occluded spaces, leading to fidelity issues

in regions solely visible from one or none of the source views. Nonetheless, the pursuit of

achieving full-fledged extreme SVS remains a work in progress, although our proposed

approach represents a significant stride toward enabling more extreme and sparse

rendering scenarios. Future exploration could entail more diverse camera arrangements,

particularly those with substantial differences in distance from the scene being recorded,

potentially involving a combination of camera frames ranging from close-ups to medium

and full shots.

Chapter 5 – ZeST-NeRF: Using temporal aggregation for Zero-Shot Temporal

NeRFs

In our third and final technical contribution, we addressed Objective 4 by expanding

the scope of our system to the temporal dimension. While several temporal approaches

based on NeRF [104] had been proposed, they faced similar limitations as their static

counterparts. In aligment with our Objective 3, we could not rely on systems that

needed to be carefully trained for hours per scene. We instead presented ZeST-NeRF,

a novel NeRF-based temporal approach designed to enable zero-shot applicability to

previously unseen scenes. Our methodology leveraged zero-shot multi-view synthesis

techniques in conjunction with scene flow estimation, thereby enabling generalised

modelling across both spatial and temporal dimensions of monocular videos.

The core of our architectural innovation consisted on the incorporation of a motion

encoding volume based on a frame-aggregated PSV [36] to complement our existing
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geometry encoding volume. In this context, temporal data proved advantageous, as

it facilitated information aggregation across multiple frames to disambiguate complex

scenarios encountered in unfamiliar scenes. Furthermore, to enhance the precision of

our reconstructions and assist the network in distinguishing between unoccupied and

occluded spaces, we employed disocclusion weights as a regularisation mechanism based

on visibility cues.

To empirically evaluate our approach, we conducted experiments using the Dynamic

Scenes dataset [184]. Our results demonstrated that ZeST-NeRF succeeded in scenarios

where other models fall short. Notably, our model presented a pioneering attempt at

achieving zero-shot NeRF rendering, and it exhibited superior performance in capturing

dynamic information compared to the naive application of conventional zero-shot static

methods. Moreover, our model consistently produced reconstructions of substantially

higher accuracy and visual appeal than existing models. However, despite achieving our

predefined objectives, our model exhibited certain limitations. Artefacts like duplication

persisted in certain scenes, particularly in regions characterised by temporal motion.

In future, this may be tackled by applying an inpainting generative regularisation like

adversarial training. Nonetheless, our approach constituted a significant advancement

in performance compared to prior research efforts.

6.2 Future Work

Looking ahead, it would be interesting to explore the extension of ZeST-NeRF for

reconstructing dynamic scenes using multi-view videos captured from multiple cameras.

While some work has been undertaken in developing multi-view video NeRFs [81],

current models typically rely on an extensive array of camera views. Exploring the

integration between these techniques and ZeST-NeRF for achieving sparse few-shot

generalisation remains a promising avenue for future research.

Given the challenges associated with the instability of adversarial techniques, an alter-

native approach could be to leverage more robust inpainting methods, such as diffusion

models. These advanced methods hold promise for addressing uncertainty in highly

occluded regions or areas characterised by substantial motion. In fact, recent work
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has already begun to explore the use of diffusion models as a means to regularise

NeRFs [175].

Our research focus primarily centres on zero-shot algorithms capable of generalising

to unseen scenes. This emphasis stems from the overarching objective of establishing

efficient systems that do not necessitate retraining for each unique scene. Such systems

prove invaluable when dealing with the rendering of numerous and diverse scenes or

real-time rendering scenarios. However, zero-shot scene-agnostic techniques are not

the sole option for achieving this goal, identifying more optimal algorithms and highly

efficient representations may suffice to achieve fast “on-the-fly” rendering of new scenes.

Some approaches in this direction have sought to optimise NeRF, like ENeRF [85] or

instant Neural Graphic Primitives [107]. Very recently, the utilisation of 3D anisotropic

Gaussians and splatting has gained popularity for 3D rendering [73]. This innovative

method represents 3D scenes using clouds of 3D Gaussians, circumventing the use

of neural networks and minimising computational overhead in empty spaces, unlike

traditional radiance fields. The outcome is a model capable of producing high-resolution

photorealistic outputs while drastically reducing training time and enabling real-time

rendering. Nevertheless, it is important to note that this approach has its limitations,

including artefacts in poorly observed regions, a reliance on dense input, and substantial

GPU memory usage. As a result, it currently falls short of practicality for our objectives

of creating cost-effective and accessible media production tools. Moreover, this technique

is exclusively applied to static scenes, prompting further exploration into adapting it for

representing non-rigid dynamics. Despite the room for improvement and the identified

limitations, this direction holds significant promise to tackle the problem of NVS.

As we look to the future, the use of DL and generative methods for dynamic scene

reconstruction promises to reshape the landscape of computer vision and graphics. These

advancements are poised to become the cornerstone of future media production systems,

offering efficient, adaptive, and cost-effective solutions for production techniques and

real-time rendering. This transformative journey holds the potential to revolutionise the

way we interact with 3D scenes and create photorealistic content, ultimately enabling

free-viewpoint consumption of live and edited programming.
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