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Abstract

Mammalian vision systems do not view an entire scene in one go. Instead, rapid eye movements
known as saccades point the high density areas of photoreceptors in the retina toward areas of
detail. Consequently, a detailed view of the scene can be built by the brain using a relatively
small amount of information. By integrating the imaging in this manner the quality of the visual
processing found deeper within the brain is improved as it only has to process the salient details.

A scanning pixel camera presents a way of realising this in hardware. A low cost, low power
sensor system that builds up an image of a scene by rapidly sampling a sensor that sits behind a
moveable set of optics. Advances in micro-actuation allows the low-cost optics to be scanned
across the scene in a programmable manner. This can lead to the lens-less zooming effects by
simply varying the scan speed or the sample rate. Furthermore, the amount of information that
this type of sensor provides can be varied by simply changing the scan pattern.

However, a major drawback of this type of sensor system is that it takes a long time to image a
full scene when compared to a traditional CCD camera. This motivates the work of this thesis
to find a scan pattern that allows the best use of the saccade-like behaviour of a scanning pixel
camera. By focusing on scene details relevant to a predefined computer vision task, this thesis
demonstrates that it is possible to produce a scan pattern that allows us to overcome this major
issue. In this thesis we provide methods of generating useful sample maps that enhance the
abilities of a scanning pixel camera and make it an efficient part of a computer vision pipeline.

By actively providing sample patterns to the scanning pixel camera, the sensor becomes an
active part of the computer vision system, rather than simply a source of data. This is similar to
the purpose of saccades in a mammalian vision system. In doing this we create another challenge
that is addressed in this thesis. Namely, the downstream computer vision task has only a partial
view of the scene, that may be affected by different types of artefacting found in scanning pixel
cameras. Therefore, how do these tasks need to be adapted to deal with data in this form, both
during training and inference.

This thesis approaches this problem by first making several assumptions about a scanning pixel
camera to adapt existing computer vision techniques to find useful sample patterns. These
initial assumptions include that scene is static and is imaged with full knowledge of its contents.
These are then used to create simple model of an scanning pixel camera to establish the best
possible way of generating sampling positions for a downstream task. These assumptions are
then progressively removed in order to finally reach a method that can be deployed on a real
system. The end result is a technique that requires no prior knowledge of the scene to begin with,
forcing the scanning pixel camera to explore the scene before it knows what it is looking at.

The sample maps generated are designed to generate images to be used by a downstream
computer vision, rather than viewed by a human. To evaluate this we apply this technique to
a variety of computer vision tasks and demonstrate that such a piece of hardware can form a
useful part of a computer vision system. These tasks include object classification, tracking and
instance segmentation.
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Chapter 1

Introduction

Modern specialist optics seek to optimise the transfer of light between source and target. It is

relatively simple to create an optical system which only accepts light within a certain acceptance

angle (α). An example of the design of these optics can be seen in fig. 1.1. If such optics are used

to transfer the light to a single photodetector placed behind the optical system, it will collect a

large amount of light from a specific chosen direction, giving a stronger signal from within the

direction covered by α. This reduces the effect of sensor noise and allows measurements to be

taken more rapidly in in a wider variety of lighting conditions.

Taking a single measurement while looking in a fixed direction does not provide much useful

imaging data, being akin to a single pixel in an image. However, by moving the optics so they

point in a different direction and repeatedly sampling the sensor as this is done, an image can be

built up over a period of time. This technique is to produce images has been used with more

traditional cameras in earth observation satellites, such as Landsat 7, and has been referred to as

a whisk broom scanner [1]. In this thesis, the entire system, both the optics and the photodetector

behind them will be referred to as a scanning pixel camera, as an image is being built using as a

pixel sensor is scanned across a scene. An example of such a camera and how it might image a

scene is shown in fig. 1.2.

To image a scene the optics are moved across the scene and the receiver is repeatedly sampled

at a frequency, κ. Each sample will correspond with a different, and potentially overlapping,

spatial location. We can treat these samples as pixels and by arranging them according to their

spatial location a viewable pseudo-image is formed, as shown in fig. 1.3.

1
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Figure 1.1: Optics, showing the acceptance angle (α) [66]. Many designs are possible but all

will attempt to maximise the transfer of light toward R1 and R2 as long as the incident rays

come from within α as shown in the left diagram. Light rays from outside this angle (β), are

rejected as shown in the right diagram.
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(a) A scanning pixel camera (b) How a conventional camera

would image a scene

(c) How scanning pixel camera

might intelligently image a scene

Figure 1.2: A single pixel camera and an example of how it might optimally sample a scene in

order to retain only the relevant detail

The unique operation of the scanning pixel camera can utilised in a variety of ways. As the

optics maximise the amount of light from the source, the scanning pixel camera is effective in

low light conditions, and the improvements in the signal-to-noise ratio allow for more precise

measurements of the incident light. Also, as there is only a single photodetector, the scanning

pixel camera will be useful in low power environments.

A scanning pixel camera can theoretically achieve very high resolutions. The acceptance angle

of the optics places a practical limit on the angular separation of any two points. As long as the

acceptance angle is sufficiently small, a high sample rate can be used to gather a large amount

of samples from a scene. Notably, the resulting resolution of the image can be adapted on the

fly simply by changing the sample rate. This could even occur during imaging, resulting in the

density of pixels in the pseudo-image potentially varying in different locations depending on

the sampling pattern used. If the scan pattern (i.e. the path of the moveable optics) is kept fixed,

and the sample rate is increased or decreased, there is a respective increase or decrease in the

resolution of the recovered pseudo-image, within the same field-of-view.

It is also possible to change the scan pattern to achieve different optical effects. If the same

sample rate is maintained and the scan is performed over a smaller area zoom effects can be

achieved without the need for lenses, enabling the device to take a smaller form factor. The

resolution of the pseudo-image will be maintained, but as it views a smaller portion of the scene,

it will appear zoomed in.

Although the scanning pixel camera offers many advantages, there are some drawbacks of

using one. If there is an overlap in spatial location in which the light is gathered, the resulting
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Scanning Pixel
Camera

Position  
Measurement

Colour 
Measurement

Image accumulation

Figure 1.3: The operation of a scanning pixel camera. As the scan moves along a predetermined

scan path, the pixels are sampled and accumulated into an scanning pixel camera image.

pseudo-image will appear blurred when compared to that of a traditional RGB camera, as

demonstrated in fig. 1.4. This is because the aggregation of light by the optics results in a blur

if the areas viewed overlaps between samples. This will occur when taking samples that are

less than α◦ apart. Therefore, while very high resolution is possible, in order to do it without

having information lost to blurring, the following constraint between sample rate (κ), angular

velocity (θ̇) and α applies,

κ ≤ θ̇

α
(1.1)

For the purposes of this thesis, it is helpful to restate this in terms of the field-of-view (FOV) of

the scanning pixel camera, i.e. the maximum possible area that can be scanned,

κ ≤ FOV
α

(1.2)

Although the sensor can theoretically achieve extremely high resolutions, eq. (1.2) shows that

limiting factor of the scanning pixel camera is the time taken to acquire an image, particularly

if a high sample rate is being used. Furthermore, large amounts of data will make it expensive

to transmit and process the image, which somewhat negates its advantages, particularly in a

low power setting. Therefore there is an incentive to minimise the number of samples taken

while maintaining the quality of the image. This is possible due as the scan pattern can be

freely manipulated to only sample part of the scene. This will speed up image acquisition, while

reducing processing and transmission times, and reduce any artefacts produced by the scene

changing over time (e.g. rolling shutter artefacts). Ideally the scanning pixel camera should
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Viewed Scene

scanning pixel camera

Samples taken

(a) No scan overlap

Viewed Scene

scanning pixel camera

Samples taken

(b) With Scan Overlap

Figure 1.4: Figure 1.4a shows how scanning with no overlap is able to resolve features of the

scene that are at least α apart. If the sample rate is too high for the given α, a blurring of the

samples occurs, as shown in fig. 1.4b.
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reduce the sample rate for areas that require a lower resolution as it will improve the time taken

to form an image without a loss of information.

This idea can be taken further, discarding not only samples which contain no information, but

also discarding samples whose information is not valuable for a particular task. While this may

not be of use if the desired effect is to get a complete image of the scene, it may be useful if

the resulting pseudo-image is being used in an automated computer vision pipeline. In this case

the scanning pixel camera may only need to scan the positions that are relevant to the computer

vision task. What makes a particular sample relevant will depend on how the data from the

scanning pixel camera is going to be used. For example, if it is known that the camera is going

to be deployed in a fixed location, with the intent on looking directly at something, then the

sampling pattern can be used to ignore areas of the scene that are not necessary. Alternatively, if

something is know about the task that the data is used for then the sampling can be optimised to

accomplish this task. Determining which samples these should be however, requires a computer

vision based solution.

1.1 Non-Traditional cameras

The scanning pixel camera is one of many designs of camera that can be considered non-

traditional when compared to a common RGB CCD based camera. The simplest of these would

be a hyper-spectral camera, where the CCD responds to electromagnetic frequencies beyond the

visible range, such as infra-red cameras. These types of sensor are particularly useful in remote

sensing as they give information that is normally not visible. While this data may be useful for

many applications, the lack of labelled data in these domains limit it’s use in a computer vision

context.

Other designs of camera, such as event cameras, which use active pixel sensors to provide

asynchronous information on brightness changes in the scene, or compressed sensing based

imaging, which uses similar hardware but aims to reconstruct the an image while sampling

below the Nyquist frequency have also been developed. The existence of such sensors and their

applications demonstrates that there is a need for non-traditional cameras as traditional cameras

have limitations that prevent them from being deployed in all scenarios.
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These cameras do not provide data in an imaged based format. This makes it difficult to adapt

existing computer vision algorithms to use these cameras, preventing their wider uptake. The

same is true for a scanning pixel camera, as both existing algorithms need to be retrained to

understand the pseudo-images, and a scan pattern for a particular computer vision task needs

to be derived to determine which samples will be most relevant. Despite the potential utility

of using non-traditional cameras, little work has been done to adapt existing computer vision

methods to exploit the unique advantages of these cameras. This thesis will adapt existing

computer vision algorithms so that they can be used by scanning pixel cameras.

1.2 Applying computer vision to scanning pixel cameras

The scan pattern of a scanning pixel camera being completely controllable is highly valuable

for numerous computer vision problems. The biggest challenge when deploying deep learning

solutions to real-time problems such as tracking is the sheer quantity of data to process. Recent

advances in parallel processing architectures have alleviated this but they require expensive,

power-hungry hardware. The volume of data is so high because vision is an extremely redundant

sensing modality, despite only a tiny portion of the scene being useful for a given task.

Biological vision systems attempt to alleviate these problems in two ways. Firstly, photoreceptor

cells are arranged in a non-uniform pattern, providing high detail at the centre of the view and

rapidly dropping further away from this. This concept is also utilised in foveated rendering, where

less rendering compute is given to areas in the viewer’s periphery, allowing for faster rendering

without sacrificing fidelity. Secondly, unconscious eye motion (saccades) and a complex visual

processing system allows challenging tasks to be solved from a relatively small amount of

information [63].

As the scanning pixel camera has the ability to be pointed in a specific direction, this can be

utilised to build a system that mimics saccades in a biological vision system. Specifically, the

sensor should actuate itself in order to specifically target areas which it believes contain useful

information for solving the task, based on it’s observations so far. A clear example of the utility

of this is in a task such as tracking, where it would be useful to focus on the position of the

target in future frames, and not image any distractors in the scene. This would then require the
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sensor to predict where it thinks the target will be in the next frame, and take samples in that

area. However, we should note that biological vision systems are not bound by frames, and are

instead continuously building an image as the eyes scan over a scene. This leads to the most

fundamental implication of the single pixel camera, the idea that frames may not be needed at

all.

Provided that areas of the scene contain the salient information for completing a given computer

vision task, this thesis will show it will be possible to complete the task given a much smaller

portion of available visual information. Doing this makes the sensor an active participant in

solving the computer vision task. This allows the scanning pixel camera to be effective for

computer vision tasks as it is low-cost and low-power, meaning it can be widely deployed,

particularly for tasks in an internet-of-things setting and for space-based remote sensing.

This thesis proposes methods of generating task specific sample patterns. Such patterns would

contain the minimum possible number of samples while still maintaining task effectiveness. To

do this they should mimic a biological vision system’s ability to focus on salient details of a

scene.

1.3 Data representation

This thesis involves the use of experimental hardware, which provides image data in a novel

format, however, existing computer vision algorithms do not operate on data in this format. The

data coming from a scanning pixel camera can be converted into a traditional RGB image as

follows. The sensor images the scene following a pre-determined scan pattern. This provides a

mapping between an input domain of potential sampling positions (i ∈ R2) and a d dimensional

vector space of intensity values.

G : R2 7→ Rd (1.3)

The value of d depends on the photodetectors used, however to be able to utilise the scanning

pixel camera to existing computer vision methods this shall be assumed to be an RGB photode-

tector (i.e. d = 3). By quantising the space of sampling positions, each sample can be assigned a

pixel on a grid. The resolution of this gird will be related to the other properties of the scanning

pixel camera as described in eqs. (1.4) to (1.6).
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There is also a lack of data required to train computer vision models. There is therefore a need

to simulate scanning pixel camera data in order to effectively train the deep-learning models

that modern computer vision requires. Fortunately, it is possible to use images from a traditional

camera in order to generate data. This has the additional advantage of already being annotated for

a wide variety of computer vision tasks. Therefore, scanning pixel camera data can be simulated

by treating each pixel in an image from a standard camera as a sample taken by a scanning

pixel camera. In this case the maximum field-of-view (FOV) is determined by the camera that

took the original image. Given the image resolution (r), this will also determine the acceptance

angle (α), the maximum sample rate (κ), and the maximum number of samples that can be taken

from a scene (N ) as follows,

α =
FOV
r

(1.4)

N = rx × ry (1.5)

κ =
r

FOV
(1.6)

A sample pattern can be represented as a binary matrix, referred to as the sample map (S). This

can be resized to fit a given image resolution, and consequently any α, maximum κ, and N

that is required. Assuming that the constraint in eq. (1.2) is being followed, this means that the

relationship between an image (I) and a scanning pixel camera image (̂I) can be defined using

the element-wise product ⊙,

Î = I⊙ S (1.7)

If eq. (1.2) is no longer being obeyed then a box blur must be applied to account for the

summation of incident light. This can be represented by a cross-correlation with a matrix of

ones (1), the size of which depends on the amount of scan overlap (p). This defines the size of

the overlap kernel (K),

s = 2p+ 1 (1.8)

K =
1

s2
1s×s (1.9)

Thus eq. (1.7) is modified as follows, using ∗ as the cross-correlation operator,

Î = K ∗ (I⊙ S) (1.10)
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Note that the box blur is un-normalised if the overlap was resulting from a relative increase

in the acceptance angle, as this would result in more light being received by the sensor. If the

blur was cause by an increase in samplerate, then the blur would have to be normalised as the

amount of light on each sample would remain the same. Additionally, K can be changed to

reflect different shaped optics and light gathering patterns, should these be non-uniform.

The fact that a blur is used opens the door to deconvolutional techniques for de-blurring, such as

Weiner deconvolution [14]. Depending on the nature of the motion and the number of samples

taken, the value of K will change, as the overlap will take on a different shape. While these

may benefit some applications, particularly where detail is required, they are not applied here.

Instead we rely on the ability of a neural network to overcome these deficiencies in the image

and still produce a reliable result.

This allows us to leverage the large amount of already labelled data in order to train on simulated

scanning pixel camera. While the camera parameters from eqs. (1.4) to (1.6) will not be

recoverable if this information is missing from the original photo, this is actually a benefit

in a deep learning context as the models produced will be generalised to a wide variety of

scanning pixel camera parameters. While this method is still limited by the optical properties of

a traditional camera, this is useful for building modern computer vision algorithms for scanning

pixel camera enabled systems. The simulation also does not account for the speed of acquisition,

which will depend on the length of the path taken in order to image the scene. This will limit the

effects of motion blurring as we will be restricted to whatever motion blurring was found when

the original image was taken.

1.4 Aims

The aim of this thesis is to use the scanning pixel camera to bridge the gap between the sensor

and the computer vision task that the resulting data is used for. This will allow the scanning

pixel camera to be easily adapted to a variety of scenarios where it would be beneficial to

perform such tasks with the added benefit of the properties of the scanning pixel camera. To

accomplish this, this thesis will initially simplify the method by which scanning pixel camera

images are generated in order to make it easier to convert existing computer vision algorithms
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to the scanning pixel camera domain. By progressively removing these simplifications and

adjusting the methods used to process the computer vision tasks, this thesis will eventually

produce algorithms that are suited to the more complex task of operating on scanning pixel

camera data.

The simplifications needed to treat a single pixel camera equivalently to a normal camera are

primarily focused around the mechanism used to apply the sample map. These are as follows,

1. We have existing information on the scene we are sampling. In practice this will not be

the case and we will have to dynamically build the best possible sample map based only

on pre-existing samples.

2. The scene being imaged is static. However, a scene is likely to move during capture so

there is likely to be motion blurring in any acquired scanning pixel camera image. There

will also be rolling shutter artefacts however owing to the difference of motion with a

traditional camera shutter they would manifest differently.

3. The task can only be performed on a complete frame of samples. As a scanning pixel

camera is mimicking the behaviour of saccades, the concept of a frame appears arbitrary

and there is no need for such a timing constraint.

As this thesis progresses these simplifications will be removed so that the algorithms developed

approach a real-world use case scenario for a scanning pixel camera.

In order to achieve these aims, this thesis presents the following contributions: Firstly, in

chapter 2, we will explore attentional mechanisms and sampling techniques. This will yield

information on how sampling is currently performed and how input samples are evaluated based

on how useful they will be. We will also take a look at alternative imaging techniques in order

to understand existing methods of dealing with non-conventional image data.

In chapter 3 the best way to generate useful sampling patterns, given all the simplifications

above, will be established. This will give an understanding of what a sample map that is

optimised to a given task will look like, as well as any task dependant variation that may apply.

Furthermore, it will be used to establish a lower bound on the number of samples that can be

used to image a scene while still preserving task performance. Doing this will provide data to
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which developments in future chapters can be compared against. Towards the end of this chapter,

some techniques to remove simplification 1 will be explored.

Chapter 4 focuses on removing simplification 1 and simplification 2. This is done by moving to

video-based computer vision problems and having the sample maps be produced one frame in

advance, resulting in a predictive system that can be applied to any video based computer vision

task. This will also help further establish practical lower bounds on the number of samples that

can be used.

The third technical contribution in chapter 5 focuses on removing simplification 3. Utilising the

knowledge gained in chapters 3 and 4 at truly predictive system for sampling with a scanning

pixel camera will be proposed. This will continuously pick individual samples until a task is

done, with no reference to the frame. It will be applied to a number of computer vision tasks,

showing that it can benefit image acquisition time.

After having removed all the simplifications and arriving at a system that can be used in a

real-world scanning pixel camera, chapter 6 summarise the overall results and presents several

future direction which the field can take.



Chapter 2

Literature Review

This chapter examines the literature related to this thesis, which is split into several parts. Firstly,

this involves looking at existing scanning pixel camera imaging methods using compressive

sensing, as these use a similar hardware setup. Secondly, we will look at event cameras to provide

some context as to why non-traditional cameras are useful, particularly in a computer vision

setup. Then, visual explanations and attention mechanisms in neural networks are examined in

order to motivate the idea that it is beneficial to look at certain areas of input. Finally, existing

sampling techniques are surveyed in order to establish current state-of-the-art methods that the

algorithms in this thesis will need to be compared against.

The literature presented in this chapter forms a general background for the thesis as a whole.

In later chapters we will introduce specific computer vision tasks to apply the scanning pixel

camera to. The specific literature for these tasks will be reviewed as these tasks are introduced.

2.1 Compressive Sensing Based Imaging

Compressive sensing can be used to reconstruct images with fewer samples than the Nyquist limit

would require [18]. Under this setup, a single photodetector is used, similar to our scanning pixel

camera. However, it is stationary and uses a Digital Micromirror Device (DMD) consisting of an

array of tiny, switchable mirrors modulate the incoming light. The DMD is set to random, sparse

patterns and for each pattern the value at the photodetector is measured. This process is repeated

13
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multiple times, with different patterns. By using a binary matrix with each row representing a

Digital Micromirror Device configuration (D), the compressed sensing measurements (y) and a

vector representing the image (i), the following under-determined linear system can be formed,

y = Di (2.1)

This can then be solved for i to produce the image [5]. This is possible even though the system

is under-determined due to the sparse nature of D.

Various optimisations have been made on this technique, in order to improve the speed of

imaging by a factor of 1000 [6] and to allow it to record video [3]. A more modern deep learning

based approach [27] uses an auto-encoder to learn a fixed set of sampling patterns for the DMD

to use. The resulting measurements can then be passed into a decoder and the image can then be

reconstructed. This has been used to improve the quality of the reconstruction.

Having a fixed optical system makes compressive sensing far less flexible than the approach

proposed in this thesis. It is challenging or impossible to adapt camera properties like resolution

and field of view on the fly. Furthermore, compressive sensing techniques tend to focus on

the reconstruction of a full image based on a small number of samples. In contrast the work

proposed within this thesis attempts to make the sensor an active participant in a computer vision

pipeline. In order to do this, the image reconstruction step is bypassed entirely, and the samples

are directly fed into a downstream pipeline. For this to be effective the samples must be well

chosen for the specific computer vision task.

Some previous work has been done directly integrating a sampled image into an action recogni-

tion pipeline [33]. Here 3D MACH filters were used to condition the random patterns in a DMD

array to allow for classification of the action directly from the output rather than performing

a reconstruction. Also of interest here is the smashed filter [11]. This extends Generalized

Maximum Likelihood Classification (GMLC) to be used with compressed sensing data for

classification and target recognition. To do this the GMLC is treated as if it is being performed

on an orthoprojection of the input, as defined by the value of the DMD.

Both these methods are designed for specific tasks and do not use modern computer vision

techniques to perform this. While the methods proposed in this thesis also propose samplings

(albeit more dynamic ones) designed to optimise the success of a downstream task, they will
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leverage the commonality found in current deep learning techniques in order to make a task

generic technique.

2.2 Event Cameras

As mentioned in chapter 1, there are uses for non-traditional types of cameras as traditional

cameras can be limited, particularly when certain properties are required for a task. For example,

in order to track objects that move at high speed, a high framerate camera is required. This will

produce a lot of data which has to be processed very quickly, which places a practical limit on

what it is possible to track.

To overcome this, it is possible to use event cameras [35]. These provide an asynchronous stream

of data that indicates when the brightness of a pixel has changed. Owing to the asynchronous

nature of the data provided, the latency can be significantly lowered to 15 µs. As the sensor has

the temporal resolution to see the fast moving object, but does not place the onerous constraint

of large volumes of data, it is well placed to be used for tracking in this context [21].

Many other applications, such as pose estimation [41], SLAM [42] and image reconstruction

[51] are also possible. Each of these are able to leverage the event camera to produce a result in

contexts where it would be difficult for a traditional camera. These demonstrate the utility of the

event camera and why it is necessary to overcome the limitations of a traditional camera.

As a scanning pixel camera is low-power it can be used in remote locations where there is a

limited power supply. Alternatively, it can be used in a internet-of-things context, where sensor

power and bandwidth consumption should be limited due to the large amount of sensors being

used. Also, as the optics will maximise the light gathered, it is useful in a low-light context,

allowing it to provide data where a traditional camera may not be able to. These show that

a scanning pixel camera provides it’s own way of overcoming the limitations of a traditional

camera. This thesis seeks to enable that by using intelligent sampling to overcome the internal

limitations of a scanning pixel camera and provide useful data for computer vision tasks.
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Figure 2.1: Example images produced by GradCAM [22], showing which pixels are causing

the classifications for the cat and dog classes respectively. As this thesis will show, it is possible

to to generate accurate classification by utilising the scanning pixel camera’s ability to focus

only on these areas.

2.3 Visual Explanations

The field of explainable AI has developed several techniques to see which areas of the input

are important for predicting the output. These methods are designed to give visual explanations,

making it easier to understand how the network came to such a conclusion. An example of

these explanations are shown in fig. 2.1. These include guided backprop [55], which looks at the

products of the activations and their gradients as they flow back through the image. GradCAM, a

more recent approach [52] improves on these visualisations by making them class discriminative.

Here the gradient of a class score at each feature layer is produced by back-propagating the

gradient of one for the target class and zero elsewhere. These are then summed to produce an

activation map for each class.

AblationCAM [48] improves on these visualisations while also removing the requirement to

calculate gradients. This is done by scaling the activations at each layer by a factor generated

from the resulting class score and the score if those activations had been zero. These activations

are then combined in the same way as GradCAM to produce better localised results. These

visual explanations tell us that useful information is concentrated in certain areas of the image. It
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is natural to ask whether we can discard the unimportant regions rather than simply downweight

their importance.

These techniques demonstrate that a network will naturally learn to prioritise the information

found in certain areas of the input, similar to how mammalian vision is attracted to areas of

change and motion. This behaviour can be explicitly encouraged in order to improve performance

of a variety of models through the use of attention mechanisms.

Convolutional neural networks (CNNs) can also be trained to recognise which areas are important

as a separate task known as saliency estimation. Here a network produces a saliency heatmap

similar to the visual explanations above. To gather ground truth data for this, datasets such as

DUTS [64] and CAT200 [34] gather eye-tracking data from human participants. These are then

processed to form heatmaps showing where people would look at a given image, which the

networks are then task with reproducing.

The CNNs that are designed for this task generally follow a U-Net [49] architecture. Some such

as Pyramid Feature Attention [75], uses a context-aware pyramid feature extraction module to

capture the rich context features to allow better localisation of the heatmap. Others [73], take a

more physics based approach, based on the rules of eye motion, in order to determine which

areas of an image would be salient.

Whatever the chosen method, saliency estimation provides a method of estimating how important

a pixel is to describing the contents of the scene. This may be of utility to this thesis, as the

importance of a potential sample needs to be established in order to decide whether to sample it.

2.4 Attention Mechanisms

Neural networks can be given an explicit mechanism to prioritise different areas of an input.

These are referred to as attention mechanisms and have traditionally been used to improve

the effectiveness of sequence based deep learning problems. They are particularly of use in

this setting as sequential data does not have the same spatial relationships that can be found in

images.

Perhaps the most famous of these is the multi-head attention found in Transformer networks [59].

These have achieved state-of-the art results when applied to machine translation tasks. Multihead
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attention allows the transformer to compare how self-similar a sequence is (self-attention) as

well as how similar it is to an output sequences (cross-attention), which allows the model to be

very expressive. However, the use of an attention mechanism for sequence based tasks is not a

new idea, having been previously used to improve results with an RNNs [2]. Similar techniques

have also used attention on sequences directly without the use of any RNN based processing

[46].

Multihead attention has been successfully applied to the image domain [16] to uncover complex

relationships between different image based features. This also manages to achieve state-of-the-

art results on image classification tasks. This is likely due to the fact that although there is strong

spatial coherence within an images, there is still information that can be gained by analysing the

relationship between disparate areas of an image

These methods rely on soft attention, which only re-weights how valuable different features

are and is unable to completely remove their influence. Yue et al. [72] demonstrates that it

is possible to gain further accuracy by actively ignoring areas of an input. This is done by

iteratively shifting patches toward the relevant areas of the image to provide better tokenised

information to the vision transformer. This shifts the focus of the classifier away from redundant

information, and increases the accuracy of a classifier by 3.8% while reducing the number of

parameters required for the task. This still has the issue of having to view the entire input in

order to decide where to shift the attention to so is not able to operate in a predictive manner.

Attention mechanisms can be applied at any layer in a network and tend to yield greater

performance when done so. This, along with the techniques described in section 2.3, demonstrate

that some incoming pixels (and their associated activations) will be more valuable in producing

an accurate output. In contrast to the above input agnostic attention mechanisms, this thesis will

only focus on the incoming pixels of the image to determine which should be utilised by the

network.

The closest works to those proposed in this thesis are hard visual attention mechanisms such

as SACCADER [19]. These explicitly avoid looking at areas of the input when performing a

computer vision task. This divides the input into a series of glimpses that are independently

processed before finally being combined in order to produce the final output for the whole image.

Our work differs as we estimate the usefulness of each pixel to a task network and then forward
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only the important pixels to the task network, rather than operating on a set of features that are

produced by a series of glimpses. Furthermore, SACCADER is bound by simplification 1 of

this thesis, and has to look at the entire input to decide where to place the glimpses. Our work

goes beyond this, and is able to predict where to place samples without observing what is at that

position.

2.5 Sampling techniques

In almost all domains, when the number of samples in a signal must be reduced, regular down-

sampling is the most commonly used method as it is easy and efficient to implement. However,

this limits the maximum observable frequency [53] to be uniform across the image, and thus

reduces the information available for downstream tasks. Regular downsampling introduces

aliasing of the signal, however this can be eliminated using stochastic sampling [10], where

samples are taken at random intervals according to a distribution.

With a greater understanding of the nature of the data being sampled, it is possible to further

reduce the samplerate without sacrificing as much information content. This can be demonstrated

with Level-Crossed sampling [50]. Here a sample is only taken when the change in input signal

has crossed a particular threshold. It is then possible to reconstruct the original signal using

polynomial interpolation.

Techniques to sample pixels based on their content rather than position for the purposes of image

reconstruction has also been developed. An example of this includes Mixed Adaptive-Random

sampling [69]. This combines a random sampling pattern with edge information in order to

sample an image, which can then be later reconstructed. This was able to achieve 0.9 Structural

Similarity (SSIM) when reconstructing.

Sparse sampling techniques are used in domains such as scanning microscopy, where imaging

may take a long time to perform. An example of this is SLADS-Net [74], which takes the set

of samples and their positions and gives the positions of where the next set of samples should

be taken, deciding based on which samples would be most likely to reduce the distortion in

the image. This process is repeated until the desired number of samples is taken or the desired
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output quality has been reached. This was able to decrease the image acquisition from hours to

minutes.

These methods are generally designed for reconstruction of the original signal. This thesis

will look at sampling for the purposes of a downstream computer vision task such as image

classification. In this case it may gathering enough samples for an accurate reconstruction may

not be necessary, as only the salient regions of the image are needed in order to form a decision.

In fact, removing the requirement for accurate reconstruction may prove useful as distracting

information in the scene is no longer required to be imaged so is not able to disrupt the decision

making process.

In a similar vein, Kaiming He et al. [24] discuss masking the inputs to auto-encoders before

regenerating the original as an output as a method of self-supervised pre-training. While the

work in this thesis is related in the sense that the neural networks designed here will have to

develop some understanding of an input based on incomplete information, the difference is

again the removal of the reconstruction step.
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Establishing Useful Samples

The end goal of this thesis is to provide a method of predicting useful samples that a scanning

pixel camera can take for a downstream computer vision task such as image classification or

semantic segmentation. Ideally, the number of samples taken should be minimised to do this in

order to perform the imaging in the fastest possible time. This means that any method must be

able to deduce if a sample will be good based only on information it has on other samples. As

an initial problem, this is difficult to solve in a single step as we first have to know what makes a

good sample and then how to predict where to take it from. Therefore, to simplify this process,

this chapter will deal with establishing which samples are useful to take, and will tackle the

prediction step in future chapters.

To do this we will produce sample map (S), given prior knowledge of the full image (I). This

sample map will be used to create a scanning pixel camera image (̂I) following the method

presented in section 1.3. The scanning pixel camera image, as simulated according to eq. (1.10),

using the cross-correlation operator ∗ with an overlap kernel (K). The resulting scanning pixel

camera image will then be fed into a downstream computer vision task (T ) and the result will

be evaluated using the metric for a downstream computer vision task (M).

S = argmax
S

M (T (K ∗ (I⊙ S))) (3.1)

Ideally, eq. (3.1) should be achieved using the lowest possible number of samples taken from

a scene (n). However, there will be a minimum amount of samples that will have to be taken

21
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Scanpattern

Sampler Binariser

Samplerate Computer
vision task

Figure 3.1: An overall architecture diagram of the system. The sampler produces probabilities

that work at all sample rates and the user selects the one desired for the downstream task. This

generates a sample map that is used to mask the input image using the hadamard product ⊙

in order for the task network to achieve reasonable performance. Given that the data that the

task networks are being trained from comprises of images of different resolutions, containing a

different number of maximum number of samples that can be taken from a scene, the minimum

required samples is defined as a target sample rate (κa),

κa =
n

N
(3.2)

It then follows that S should obey the following constraint.

1

N

∑
S = κa (3.3)

During this chapter we will attempt to establish a good value for κa. This may not be a fixed

value, asM is not likely to scale linearly with different target sample rates. Furthermore, what

an acceptable lower bound for accuracy is context dependant.

3.1 Methodology

The architecture of the proposed system is shown in fig. 3.1. This operates in two stages, a

heatmap generator (S) and a heatmap binariser (B). The heatmap generator is given access to all

samples from image (I) and produces a sample heatmap (H). This will be the same size as I and

each element will represent the probability that that position should be sampled. The heatmap

binariser will then take H along with a target sample rate (κa) and use it to produce sample

map (S). The sample map will then be used to produce a scanning pixel camera image that can

be passed into a downstream computer vision task. This can be expressed as,

S = B (S (I) , κa) (3.4)
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As we do not yet know what a good value for κa should be, any sample heatmap produced

should be capable of generalising to any value of κa so that they can be used to establish this

value. This means that the distribution of values in H should not be too highly skewed.

3.1.1 Heatmap generator Design

We propose two different heatmap generators that are capable of generating sample heatmaps. A

simple, computationally efficient design known as SAUCE and a deep learning based design

known as DeepSAUCE.

SAUCE

A simple method for sampling would be to focus on areas where a sample value (s) is changing.

Areas with comparatively less change, such as the sky, are likely to contain less relevant infor-

mation, and therefore should be represented with fewer pixels. Through the accumulation into a

scanning pixel camera image, the sampling procedure preserves the spatial information of each

sample. Therefore it should be possible for a downstream task to learn that a single sample is

representative of the unsampled areas around it. We also take into account the distance in the

sampling position (i), as moving a significant distance implies we are looking at something new

and therefore we should take a sample.

These are combined to create a sample distance (d) metric as follows,

d (i) = αθ̇ (i) + β∆s + γ (3.5)

where θ̇ (i) is the change in scan position, ∆s is the change in intensity since the previous

sample. α, β and γ are learnable parameters, trained using the method discussed in section 3.1.3.

From this distance metric it is possible to calculate the values of sample heatmap as a probability

using the variance of d (σ2),

Hi = 1− e
di
σ2 (3.6)
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DeepSAUCE Heatmap Generator

Figure 3.2: The DeepSAUCE architecture. Each intermediate feature representation (F) is

processed by a different stage of the heatmap generator. The branch for processing F4 does not

contain a transformer layer due to computational constraints. Full details of the dimensions of

the weights used can be found in appendix A.

DeepSAUCE

The second sampling scheme proposed is based on a deep learning model, as these have seen

success in many other fields. This utilises an U-Net [49] inspired architecture with transformer

modules on the skip connections to the decoder, as shown in fig. 3.2. As an encoder EfficientNet-

b0 [57] is used, although any convolutional neural network (CNN) should be sufficient.

The image is passed into a series of feature encoder modules (E1..N ) found in EfficientNet.

Each feature encoder module takes the output from the previous encoder step to produce an

intermediate feature representation (F).

Fi = E i(Fi−1) (3.7)

This is followed by a series of feature decoder modules (DN..1). These take the output of the

previous feature decoder module and the output of the corresponding feature encoder module

stage to produce heatmap features (F̂).

F̂i = Di(Fi, F̂i−1) (3.8)

For all layers excluding the last utilise transformer encoder layers [60] consisting of feed-forward

networks and multiheaded attention. The transformer treats each 2D F̂i as a 1D sequence of
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ELU activation2D convolution +

Transformer Encoder

FR normalisation2x bilinear upsample

Figure 3.3: Each of the convolutional blocks produces the modified features (F̂i) from the

previous block’s output (F̂i−1) and the current set of features from the feature pyramid (Fi). The

convolution is followed by a 2× upscale in order to maintain the correct size for the hadamard

product.

pixels to produce an output. The 2D shape is then restored immediately after the transformer has

been used. This allows a richer representation of more complex spatial relationships that could

not be done using only convolution layers. In the final decoder layer the transformer encoder are

not used as the size of the sequence makes it computationally infeasible.

After applying the convolution a 2× bilinear upsample is performed to match the size for

summing Fi to the result. We then apply a filter response normalisation [54], as this is a slightly

more performant version of a batch normalisation, especially if there is need to train at low batch

sizes.

To help maintain discrimination between the different parts of the sample heatmap, we then

apply exponentially decaying ELU layers [9] rather than the more common clipping based

RELU layers. This modifies the network so that its output block asymptotically approaches −1,

rather than being clipped to 0. This effect is also achieved in the SILU layers [26] in the feature

encoder module. The output of the ELU activations are then passed into the next convolutional

layer as shown in fig. 3.3.

Once all the feature decoder modules have been processed a final convolution is applied in order

to produce a single channel sample heatmap, representing the probability of taking a sample at

that position. This can then be passed into the binariser to produce the sample map (S).
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3.1.2 Heatmap binariser Design

The heatmap binariser’s task is to take the sample heatmap and produce a sample map the

obeys the constraint in eq. (3.3). As H is a probability map (or in the case of DeepSAUCE

can be converted into one using a sigmoid function), it is possible to use maximum likelihood

estimation in order to convert H into S while attempting to maintain the value of κa. This

produces the sample map (S) as follows,

Si =


0 Hi < 1− κa

1 Hi ≥ 1− κa
(3.9)

It is desirable that this process is differentiable as then it will be possible to train the heatmap

generator based on the gradient from the task, thus making it select task specific samples.

Therefore, to make the process in eq. (3.9) differentiable a straight-through trick is employed, as

described in algorithm 1. This preserves the binary nature of S while making the gradient flow

through H during the backward pass.

Algorithm 1 Straight-through trick
procedure S T R A I G H T- T H R O U G H(H, S)

S← S−H

Detach S from the computation graph

S← S+H

Return S

end procedure

Sample Heatmap Normalisation

Equation (3.9) is not guaranteed produce a sample map that meets the target sample rate. In

cases where the heatmap generator is learnt, it is possible to encourage it to do so by using a loss

as described in section 3.1.3 and sample rate scheduling described in section 3.1.4. However,

this may not necessarily be enough, and an internal mechanism is desirable.

Figure 3.4a shows that if no constraints are applied to the sample heatmap it becomes heavily

binarised, making it only suited to a single κa. This is due to a heavily skewed distribution of
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sample probabilities, as it is possible to achieve the target sample rate as long as n samples have

a probability greater than κa. Thus a network producing the sample heatmap can produce a

binarised mask as it has no reason to fill the full range of sample probabilities. It is possible to

produce a model for each value of κa, however this is time consuming so an alternative solution

is needed.

The binarisation of the sample heatmaps can be partially mitigated by training at multiple

sample rates. However, it is difficult to define when enough examples have been seen to ensure

generalisation. Equally, a loss would be difficult to define as the sample heatmaps need to

maintain some form of skewness in order to be discriminatory for the downstream computer

vision task.

The solution used in this thesis is to have the heatmap binariser rescale H based on the value of

κa. To do this, the logit of κa is added to H,

H = H+ ln

(
n

N − n

)
(3.10)

This modifies the amount of samples taken by ensuring that each sample will have a base

probability corresponding to κa. H will then increase these probabilities in important regions,

and decrease then in unimportant ones. Note that this process has no effect on the gradient that

flows through H.

This is then passed through a sigmoid and normalised so that it will fall into a [0, 1] range, with

a guaranteed zero value, ensuring that it can generalise to even small values. This results in a

wider range of values for H, as shown in fig. 3.4b, which gives better performance over a wider

range of sample rates.

3.1.3 Training scheme

The sampler is simultaneously trained along with the downstream task in an end-to-end fashion.

The training of the downstream task is not modified other than changing the input from I to

Î. So that the downstream task is able to operate on sampled images, we allow all the layers

of the task network to train. This allows for relevant intermediate feature representations to be

produced from a sampled input.
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(a) Without normalisation (b) With normalisation

Figure 3.4: Distribution of sampling probabilities with and without the normalisation in

eq. (3.10). The normalisation produces a wider range of probabilities which helps with generali-

sation to other target samplerates at runtime.

To apply the constraint stated in eq. (3.3), an L1-loss is applied to the sample map,

Lκ =

∥∥∥∥κa − 1

N

∑
S

∥∥∥∥ (3.11)

As the system is end-to-end differentiable, the loss being applied to the task network (Ltask)

will also train the sampler, allowing it to find samples specifically useful for solving the task.

3.1.4 Sample rate scheduling

At inference time κa is supplied by the user. This means the system is flexible and sample rates

can be adapted on the fly based on application requirements. To support this, during training the

target sample rate is selected according to a scheduling function (D).

The simplest case where a set sample rate for inference is known a priori we can simply specify,

Dconst = κa (3.12)

This will fully optimise performance at the defined target rate but is likely to negatively impact

run-time generalization if the user desires a sample rate that is not κa.



3.2. Image Classification Application 29

Alternatively if the only target is to minimise the sample rate as much as possible, we can define,

Dexp(q) = γq (3.13)

where q is the number of epochs and γ is the decay factor. This allows the system to begin

training in the easier domain where more information is available before slowly learning to

focus its computation efficiently, while simultaneously ensuring that the system is able to adapt

to different sample rates.

Alternatively, we can randomly sample the target sample rate,

Drng ∼ [0, 1) (3.14)

so that the heatmap generator is never able to overfit to one sample rate. This ensures that it

must retain the ability to produce sample heatmaps that generalise to all sample rates.

We can also sample form other distributions, such as the beta distribution (Dbeta) in order to bias

toward a specific sample rate, while maintaining some generality. This may also be achieved by

combining Drng and Dexp,

Dexprng(q) ∼ [0, γq) (3.15)

3.2 Image Classification Application

The first task the samplers are tested on is image classification. Here the task is to predict the

correct label yi for each input image xi. As a metric the average accuracy for m inputs is used,

M =
1

m

m∑
i=0

1 (ŷi = yi) (3.16)

where ŷi are the predicted label. In a deep learning context, models for this task are normally

trained with a cross-entropy loss.

Image classification is one of the first tasks where a convolutional neural network (CNN) was

shown to be highly effective, with AlexNet [32] scoring significantly higher than other methods

at the time for classification of the ImageNet dataset [13]. The strong spatial coherence of the

convolutions combined with the information compressing effects of the pooling layers used

makes it an ideal method to tackle a classification task.
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Since then a large amount of improvements have been made to CNNs, though the basic idea

remains the same. These include the use of batch normalisation to increase generalisation [29],

residual connections [25] to allow the construction of deeper and more powerful networks, and

optimisations done to architecture and hyperparameters of the network [57]. Today CNNs are a

mature technology with the latest transformer enabled networks [17] able to achieve over 90%

classification accuracy.

3.2.1 Training & Evaluation protocols

As a classifier network, EfficientNet-b0 [57] that has bee pre-trained on ImageNet [13] is used.

The following hyperparameters were experimentally determined. All models are trained using

the ADAM optimiser [31] with a learning rate of 0.001, with β1 = 0.9 and β2 = 0.999. All

models were trained for 100 epochs. An exponential decay of 0.98 was applied to the learning

rate. During training, each example image had its target sample rate (κa) selected according to

eq. (3.14). Full details associated training parameters can be found in chapter B.

Evaluation occurs across a range of sample rates, and plot the resulting for the metric for a

downstream computer vision task for each sample rate. Ideally, high task performance should

be achieved across all sampling rates, especially at the more challenging low sampling rates.

We compare our results to other sampling methods, as well as a fully-sampled input to gauge the

ability of the task model as-is. These include simple methods such as uniform downsampling

and random sampling. More complex predictive methods such as level-crossing sampling [50]

and mixed adaptive-random sampling (MAR) [69] are also used. These will be referred to as

the baseline samplers.

Initially, classification is performed on the Caltech-UCSD Birds 200 dataset [62], which com-

prises of images of single birds. While this is a relatively small dataset, it provides a good way

to evaluate the efficacy of our technique. The images are such that the bird that needs to be

classified has an obvious silhouette in the centre of the frame. However, the task is not as easy

as the similarities between birds of different species substantially increases the difficulty of the

task.
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Figure 3.5: Results of our samplers on Classification of the Caltech-UCSD Birds 200 dataset

3.2.2 Results

From fig. 3.5 both SAUCE and DeepSAUCE outperform the baseline samplers, with Deep-

SAUCE only having a 18% drop in accuracy while at a 20% sample rate. This shows a significant

amount of samples can be ignored while still completing the classification task, which is useful

for a scanning pixel camera. It is however unclear what a good value for κa should be when

performing this task in the real world. If we wish to preserve the accuracy of the model then

κa should be 0.61, however lower values are possible if the corresponding drop in accuracy is

acceptable.

Our methods also outperform the more complex baselines of MAR and level-cross. This is likely

because these will select samples that are designed for reconstruction, which are not necessarily

the same samples that will be useful for the classification task.

Looking at the qualitative results in fig. 3.6, it is notable that both SAUCE and DeepSAUCE

capture significantly more detail in their sample heatmaps, even though they all highlight the

location of the bird to some degree. This allows for a wider definition of what a useful sample
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(a) Input image

(b) Level crossing

(c) Mixed adaptive random

(d) SAUCE

(e) DeepSAUCE

Figure 3.6: Example sample heatmaps from the different heatmap generators. These examples

are used for classification, other tasks may have different sample positions.
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Figure 3.7: The effect of normalisation on SAUCE

is, which can be exploited by the task network. Notably, DeepSAUCE appears to produce a

two stage sample heatmap, showing the transformers ability to capture both global and local

information.

Impact of normalisation

Figure 3.7 shows the effect of the normalisation in eq. (3.10). It is clear that when it is applied

the achieved samplerate more closely matches the desired κa, especially at the extremes. This

means that the normalisation is key in allowing the system to generalise to a range of sample

rates even though it has been exposed to these through the samplerate scheduling during training.

Comparison of samplerate schedulers

Although the sample heatmaps of SAUCE are designed to be general, training at different

target sample rates allows for more generalisation. In experiments so far this was achieved

by randomly selecting the samplerate per iteration. Figure 3.8 shows the effects of using the

different samplerate schedulers described in section 3.1.4.
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Figure 3.8: Results for Classification of the Caltech-UCSD Birds 200 dataset using different

samplerate schedulers

The fixed rate samplers perform best at their target samplerate but unsurprisingly do not gener-

alise as well as the others when asked to produce sample rates that were not seen during training.

Decay does not generalise as well to lower sample rates. This is likely due to the classifier being

biased by early epochs, so it tends towards a solution that prefers having access to more samples.

The beta distribution behaves similarly to the uniformly sampled samplerate, however it is able

to perform slightly better at lower sample rates as it has been more frequently exposed to this.

This comes at the cost of performance at higher sampling rates, which it will have been exposed

to less of. Based on these results, we will be using a random κa for all future experiments.

3.3 Using Saliency

As mentioned in chapter 1, humans are able to focus on the salient areas of an image. These

saliency maps are equivalent in nature to our sample maps. Therefore, an alternative way of

building a heatmap generator is to break down the process into two steps. Firstly, the heatmap
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Figure 3.9: Performance of Saliency based models for classification on the CUB200 dataset

generator is trained to complete a saliency estimation task. Once this has been completed the

heatmap binariser is attached to the end and trained for the downstream computer vision task.

To train such models saliency data from the DUTS [64] dataset is used. This dataset provides

ground-truth saliency heatmaps based on human gaze, allowing the model to be trained as a

regression. We borrow the combined regression and edge loss from [75] in order to regress

accurate heatmaps. This performs a binary cross-entropy loss on both the resulting saliency

map and the Laplacian of the saliency map to ensure that edges are preserved effectively. This

also allows us to use any saliency detection model as a sampler, so as a comparison of the

Pyramid Feature Attention Network [75] is used. DeepSAUCE is also reused for the prediction

of saliency.

3.3.1 Classification Results

Figure 3.9 shows the accuracy when the saliency pretrained models are then trained to sampling

for classification. For each saliency model two heatmap generators are produced, one where we

freeze the saliency model after training and one where we allow it to be further influenced by

the gradient from the task network. As the results show, there is a significant increase in the
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Figure 3.10: Sample heatmaps produced by DeepSAUCE when it has been pre-trained for a

saliency estimation task.

performance of the sampling when using DeepSAUCE, being able to maintain a consistently

high accuracy until it has less than 15% of the total possible samples. The nature of this result

allows us to clearly state that a good value for target sample rate (κa) for performing this task in

a real-world scenario is 0.15.

It is also worth noting that these high results are only achieved when the heatmap generator

is frozen after training on the saliency data. This implies that it is easier for the downstream

computer vision task to adapt to a salient image than it is for the heatmap generator to learn

what is useful for the task. Therefore, going forward it is justifiable to use external sources of

supervision in order to guide the training of the heatmap generator.

Looking at some qualitative results in fig. 3.10, we can see that they are a lot less focussed on

detail and are more concerned about taking into account the overall area that may be useful.

This may explain the increase in performance as it is difficult to determine if a single sample is

useful, but samples taken from a salient area should always provide some relevant information,

thus the heatmap generator does not need to pay attention to the fine detail and only to deciding

which areas are relevant.
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3.4 Expanding task coverage

In order to demonstrate that this technique is applicable to a wider variety of data and task

settings, the models presented in this chapter are applied to additional classification datasets as

well as additional tasks. Any additional training parameters used for these tasks can be found

within appendix .

3.4.1 Classification datasets

As additional classification datasets we use the ImageNet [13] and iNaturalist [28] datasets.

These provide much more challenging classification tasks, over a wider variety of classes. Both

saliency trained models and the models trained in using only information backpropagated from

the task network are used for this.

In fig. 3.11 and fig. 3.12 we compare our results to those of other samplers. While both demon-

strate the superiority of the methods suggested in this chapter, they give differing conclusions.

For the iNaturalist dataset the saliency based models are still clearly better, although they are

unable to maintain this at sample rates below 0.4, giving a significantly higher value of target

sample rate (κa) to maintain accuracy.

The ImageNet results tell a different story, here the DeepSAUCE model is able to achieve higher

accuracies at lower sample rates but at higher values the saliency trained model performs better.

This is likely due to the fact that ImageNet can apply labels that describe the scene as a whole,

rather than objects in a scene. For example, an image labelled beach or dock may contain a boat.

The saliency model that the sampler uses may consider the boat the most salient object, and

thus focus the sampling on that, leading to an incorrect classification. At higher values of κa

this will not matter as sufficient detail surrounding the boat will allow the classifier to pick the

correct class. However, when samples are scarce, the fact that the non-saliency trained model

puts more emphasis on surrounding areas allows there to be sufficient information to perform

the classification correctly.

We also note that the saliency based models are unable to achieve the lowest κa values. Although

effective, there is no guarantee that the normalisation in eq. (3.10) is able to achieve a given κa
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Figure 3.11: Results of our samplers on Classification of ImageNet dataset [13]
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Figure 3.12: Results of our samplers on Classification of iNaturalist dataset [28]
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and if the produced sample map contains high enough values then the lower sample rates will

be unattainable.

Interestingly, some models are able to exceed the fully sampled baseline. At lower sampling

rates this may be due to the heatmap generator ignoring distracting samples that may result in an

incorrect classification. However, this result is maintained when κa is at 1.0. This is because the

task network will be seeing partial images during training, which could be considered a form

of the random erasing augmentation [76]. This has been shown to improve generalisation and

overall accuracy when applied to many different computer vision tasks.

3.4.2 Instance Segmentation

In segmentation tasks, the location of each relevant object in the scene is indicated. This may

be done by producing a bounding box or polygon around the object or providing a pixel-wise

annotation as to the nature of that pixel. These may be done for the entire scene, which provides

a label for all pixels and is know as semantic segmentation. Alternatively, only certain areas of

the scene, which correspond to salient objects may require a label This is referred to as instance

segmentation.

The label can also have an associated class, meaning that the challenge is to not only identify

where and object is in a scene but also what that object is. In the case of pixel-wise labelling

this involves assigning a label to each pixel. Additionally, instance segmentation requires the a

distinction of different instances of the same class within an image.

Deep learning has been successfully applied to segmentation tasks with the advent of U-Net

[49]. These work by using a convolutional neural network (CNN) to create a compact feature

representation of the input, and then have a series of convolution based decoder steps that

combine this information and scale the output in order to give a segmentation result. Since then

many models [7, 8, 20] have improved on this design by making better use of the information

found in the features provided.

In this section instance segmentation over is performed the MS-COCO [37] dataset. As a task

this should be more difficult as the heatmap generator may need to focus on different areas of

the scene, which may make it harder to maintain accuracy at lower values of κa. For this task
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Figure 3.13: Results for instance segmentation of the COCO dataset

FPN [36] is used as a downstream computer vision task network. To evaluate, the F1 score is

used as the task metric. The results for this are shown in fig. 3.13.

The results for this task again show that the saliency guided model does not perform as well

when there are multiple objects in the scene that need to be focussed on. Though our model

still outperforms the baselines at most target sample rates, the performance gap is significantly

lower. This is likely due to the inherent difficulty of the task making it harder to optimise which

samples should be chosen. Many models are good at preserving performance across a large

range of κas, with SAUCE demonstrating the best retention of F1 score. This gives a surprising

low value for κa for this task of 0.4.

3.5 Real-world system

A real world system does not have the luxury of imaging a scene twice. Although the aim this

chapter is not to deal with this problem and to establish what a good sample would be, it is

possible to modify the methods proposed in this to something that can approach a real world

system. This can be done by producing the sampling for a high resolution scan based on an



3.5. Real-world system 41

−0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Achieved sample rate

A
cc

ur
ac

y
Fully Sampled

Random
Downsample

MAR
SAUCE

DeepSAUCE
Feature Pyramid Attention
DeepSAUCE (Saliency)

Figure 3.14: Accuracy when downsampling 4× of the CUB200 dataset
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Figure 3.15: Accuracy when downsampling 10× of the CUB200 dataset
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initial low resolution scan. This would speed up sampling as the overhead from the first scan

contains a lot fewer samples and therefore can be performed quickly.

To test that the models proposed in this chapter are still effective in this context, the sampler is

trained to produce full sized sample maps from downsampled input images. The sample map is

then applied to the full sized image in the manner of previous experiments in this chapter and

obtain a result for the downstream computer vision task.

4× and 10× down sampling are used to test this on our models on the CUB200 dataset and

display the results in figs. 3.14 and 3.15. These show that the performance is maintained

relatively well even though the high-resolution sample maps are being formed based on less

information. There is a slight drop in performance although, which is more noticeable in the

10× downsampling. This same effect can be seen in the other classification datasets, as shown

in fig. 3.16. Additional datasets can be found within appendix C.

3.6 Conclusion

This chapter demonstrated that by training a sampling scheme specific to a downstream computer

vision task, it is possible to significantly reduce the number of pixels viewed by that task while

maintaining the efficacy of the task network. This can be done by either using information from

the task or by pre-training based on saliency data. the latter being more effective when there is

an easily identifiable target within the scene.

This significantly reduces the amount of data required to meaningfully represent the input for a

downstream computer vision task. Such a reduction will be leveraged by future work in order to

reduce the sampling time for a given image. This effectively demonstrates that a scanning pixel

camera is useful in a computer vision context as it is possible to leverage its unique hardware

capabilities.

Furthermore, it is possible to apply this to a more real-word scenario in a two stage process

where a low resolution scan can be used to generate a high resolution sample map. This, retains

the advantage of minimising the number of samples taken.

Overall the work proposed in this chapter allows for the generation of useful sample maps while

obeying all the simplifications stated in the introduction. Future chapters will now build from
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Figure 3.16: Accuracy when downsampling while classifying over other datasets
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this, attempting to produce these sample maps in a predictive manner so that full information of

the scene that is being imaged is no longer required.



Chapter 4

Where to look next: Predictive

sampling for efficient computer vision

The previous chapter established a method of determining where a good sample is. However,

to truly realise a scanning pixel camera, the sample positions need to be selected without prior

knowledge of their contents. The previous chapter’s approach to remedy this by having an initial

scan was, though effective, inefficient. Even in the case where the initial scan was only 10%,

this still comprises a significant overhead to acquisition time.

To remedy this, we now switch to dynamic scenes. Many real world problems, such as object

tracking or pose estimation, require dynamic information. scanning pixel cameras are particularly

Feature
extractor

Input
frame

Dense
features

(a) Normal

Sampled
Input
frame

Feature
extractor

Sparse
features

(b) Ours

Figure 4.1: When processing an input frame, a feature extractor will product features at all

positions, which may include distractors (fig. 4.1a). Our method pre-emptively samples the input

so that features will only be produced for the relevant areas of the image (fig. 4.1b)

45
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suited to object tracking as the positions where the sensor is taking samples should follow the

target object. In order to do this the heatmap generator will have to predict the locations of

samples for the next frame based on the samples of the current frame.

This also alleviates the assumption that the scanning pixel camera is viewing a static scene as

the scene will be changing between frames. To emulate this in simulation, scenes are taken from

video, giving many parts of the framework developed in this chapter a temporal component (xt).

In doing so we move closer to realising a fully continuous sampling system, although it is still

bound by taking a frame of samples at a time.

This chapter will focus on a general purpose algorithm to make the decision on where the

samples in the next frames should be taken based on the previous (sampled) input. This allows

for the best possible leverage of the transmission bandwidth and sensor capabilities, without

complete prior knowledge of the scene. Additionally, the necessary training techniques for this

algorithm will also be described.

In summary, this chapter presents the following contributions. Firstly, a hard attention mechanism

to pre-emptively focus on important areas of the next frame and to avoid capture, transmission

and processing of uninformative regions. This will be created using only information from

frames that have already been seen. Secondly, a general framework that can augment any

existing frame based video network with to apply this hard attention mechanism to increase

efficiency.

4.1 Methodology

The proposed approach taken in this chapter consists of three main building blocks, as sum-

marised in fig. 4.2. As the notation is now time dependant, subscripts will indicate the time step

and superscripts will represent indices. At each frame, t, an image (I) is sampled according to a

sample map (S) to product the scanning pixel camera image (̂I). The target sample rate (κa), is

selected by the user prior to inference. Î is then passed through a feature encoder module (E)

parametrised by weights (w) to produce shared intermediate feature representation (F)

Ft = E(It ⊙ St|wE ) (4.1)



4.1. Methodology 47

Input frame ( ) Scanned frame ( )

Feature Encoder

Heatmap generator

Task network

Binariser

Samplerate

Figure 4.2: Overall architecture, showing the main components for the processing of one frame

for a given task, which in this case is tracking. The input scene is scanned according to the

sample map (S) generated on the previous frame. The resulting scanning pixel camera image (̂I)

is fed into a feature encoder which produces features for both the task and the sample map

generator. This produces the sample map for the next frame.

The intermediate feature representation will be used both by the downstream computer vision

task (T ) and to generate sample maps at future frames,

ŷt = T (Ft,wT ) (4.2)

Ht+1 = S(Ft,wS ) (4.3)

St+1 = B (Ht+1, κa) (4.4)

Here it is important to note that the sampler no longer takes the image as an input, as in chapter 3,

rather it takes the features from the feature encoder module. These features will be generated

from a previously sampled input and also need to be used by the downstream computer vision

task. This means that features will have to contain sufficient information to perform both tasks.

4.1.1 Heatmap generator Design

For the heatmap generator we use a decoder made of residual blocks as shown in fig. 4.3. As a

feature encoder module, a pre-trained version of the backbone network found in the downstream
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FLFL-1

FL-2

Residual
block

Residual
block

Residual
block

FHt-1

FHt
St

Convolution
layers

Figure 4.3: The architecture of the heatmap generator. Each of the Fl
t is sourced from a feature

pyramid generated by a feature encoder module, in the same manner as fig. 3.2. Each residual

block ends in a 2× upsampling layer in order to ensure that the sizes are correct for the sum

operation.

computer vision task is used. This will give a good initialisation for the task, however the task

network will still need to be retrained so that the feature encoder module can produce useful

features from a sampled input.

The heatmap generator takes the last m feature maps in the feature pyramid of the feature

encoder module,

Fl
t where l ∈ [(L−m)..L] (4.5)

The value of m, as well as the sizes of the intermediate feature representations, will vary based

on the task network used. An additional resize layer is added on the end if the size of the resulting

sample heatmap does not match that of the input frame. For the experiments in this chapter, the

sizes of Fl and m can be found in appendix D

Each Fl−1
t of these is passed through a residual block (R) and resized using sub-pixel convolu-

tions before being summed with the the next set of features, Fl
t.

Fl
t = R

(
Fl−1
t + Fl

t

)
(4.6)

Once all of the input features have been added, we end up with the final sample heatmap features,

FL
t . In order to encode temporal information, the FL

t are concatenated (as represented by the ⊕
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operator) with the previous frame’s heatmap features, FL
t−1 before passing these through two

final convolution layers to produce a sample heatmap (H) logits.

Ĥt = Conv(FL
t ⊕ FL

t−1) (4.7)

After this step has been completed the sample heatmap will then be passed through the binariser

described in section 3.1.2 to form S for the next frame.

4.1.2 Losses and Training

To train this framework to use the target sample rate (κa) eq. (3.11) is used. The target sample

rate is chosen according to the scheduling described in section 3.1.4. The task network is trained

using its associated loss. This encourages the sampler and the task to be able to operate on

partially sampled images. However this time they are applied to different network heads rather

than at different stages during the network, and have equal weighting.

In theory, it is possible to directly train the heatmap generator using the gradient from the feature

encoder module. However, doing this would result in a large back-propagation chain, as the

gradient would have to flow through the network once for each frame. This would require a

significant amount of compute to preform and furthermore risks vanishing/exploding gradients

that would render the training ineffective.

To overcome this problem, the sample map generator is trained using a task related ground truth

mask (G), such as the ground truth tracking mask is used as the ground truth. This is done so that

the sample map generates samples that are specific to the task at hand. For example a sampler

trained for human action recognition may pay more attention to multiple foreground objects

involved in the interaction, while a tracker may focus primarily on its target. In the absence of

such a ground truth it can be possible to generate these using visual explanation techniques such

as saliency estimation. Section 3.3 shows that this can be effective when training such models,

particularly when it is clear that there is a salient object in the scene.

This allows the training to be broken up into frame sized steps, which is is significantly faster

to process owing to the shortening of the back-propagation chain. Once the source of the task

related ground truth mask has been decided, the heatmap generator is trained using a binary
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cross-entropy loss.

LS = Gt log(Ĥt) + (1−Gt) log(1− Ĥt) (4.8)

4.1.3 Initialisation and reinitialisation

The initial sample map for each sequence is a full frame of samples

S0 = 1 (4.9)

This gives the sample map generator the opportunity to detect areas of interest for sampling in

subsequent frames of the scene. However, note that the effectiveness of the sampler depends to

some extent on the effectiveness of the sampling at the previous frame. This iterative relationship

ensures that every sampler will eventually fail over long enough periods. To mitigate this we

introduce a tracking style re-initialization module where the frame is once again fully sampled

if the number of samples in the sample map (S) is smaller than 5% of the maximum number

of samples that can be taken from a scene (N ). In the case where we have a target mask (for

example, in tracking), it is better to use the number of pixels in the initial target mask if this is

smaller than the 5% threshold. This threshold can be determined from the results in chapter 3, as

even with the best choice of samples, accuracy would drop to below 50% of the peak accuracy

below this sampling rate.

Algorithm 2 sample map reinitialisation
procedure R E I N I T I A L I S E(S, N )

if 1
N

∑
S ≤ 0.05 then

S← 1

else

S← S

end if

Return S

end procedure
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4.2 Evaluation protocol

4.2.1 Training

All aspects of the network are train using the ADAM optimiser [31] with a learning rate of 0.0001,

with β1 = 0.9 and β2 = 0.999. All models were trained until convergence. An exponential

decay of 0.98 was applied to the learning rate. Further training parameters can be found in the

appendix.

4.2.2 Metrics

As with chapter 3, the performance of the model is evaluated across a range of sample rates,

plotting the resulting output performance against the sample rate that the model achieves. Ideally,

the system should again achieve high task performance across all sampling rates, especially the

more challenging low sampling rates where higher data compression is achieved.

In all evaluations the upper bound performance is shown, where the task network is run on fully

sampled images. We compare our results to regularly downsampling and uniform randomly

sampling the input. Also compared is the Mixed Adaptive Random sampling [69] of the previous

frame. There are notably no modern methods able to perform this task. This is because they

either rely on future information in order to suggest sampling or only operate on a fully sampled

frame [23, 43].

To test for sampling bias (e.g. the object of interest is always in the centre) a version of our

network that has uniformly distributed input features instead of using the task features is trained

for comparison This referred to as the learned bias.

The resulting metrics are summarised in table 4.1, which shows that on average our method has

11% better performance than the next best method, and only 4% worse than the upper bound.

Also shown are some qualitative results in the following sections, along with more detailed

performance breakdowns.



52 Chapter 4. Where to look next

SSM STM TransPose Relative

Upper Bound 0.86 0.80 0.75 1.00

Downsample 0.70 0.62 0.62 0.84

Uniform Random 0.70 0.64 0.51 0.81

Mixed Adaptive Random 0.66 0.67 0.47 0.78

Learned Bias 0.76 0.63 0.58 0.85

Ours 0.84 0.75 0.72 0.96

Table 4.1: Absolute and relative performance of all samplers, given as area under curve of each

of the task metrics. Relative is computed by comparing the absolute performance to the value

of the upper bound, then averaged over all models. The SSM and STM models are averaged

over both DAVIS and YouTube-VOS datasets. SSM and STM use mean Jaccard index while

TransPose uses PCK, both of which give an accuracy metric between 0 and 1.

4.3 Visual object segmentation evaluation

Visual object segmentation attempts to find a predefined target object in frames of a video. The

target object is usually defined in the first frame, by a user or a separate automatic process. This

is very similar to object tracking, however rather than defining a bounding box the object is

represented by a segmentation, allowing for a more detailed definition of where the object is

within a frame. Therefore, each task prediction (ŷ) is formed from the current frame (̂It), the

first frame (̂I0) and the ground truth for the first frame (y0)

ŷt+1 = T
(
Ît, Î0,y0

)
(4.10)

As a result of the similarity, many deep learning tracking techniques apply to visual segmentation.

These are usually variations of the basic form as described in [4], where a pair of neural networks

that share weights provide intermediate feature representations of both the frame and the target

object. These are then combined and a network head is used to determine where the object

actually is in the frame. For this task the combined features will be used as intermediate feature

representation (F) for the sampling model as these contain information on both the scene and

what needs to be looked at in the scene.
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Figure 4.4: Tracking accuracy of SSM-VOS on the DAVIS dataset.
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4.3.1 Experimental setup

Testing of visual object segmentation will be done on the DAVIS dataset [47]. The experiment

is replicated on the much larger YouTube-VOS dataset [68]. For this task, the success metric is

defined as the mean Jaccard index between the target and predicted masks.

For each task, it is useful to establish a usable lower bound for the sample rate, so again results

for all sample rates are displayed. The sample rate is measured before any reinitialisation takes

place, so also presented are the reinitialisation rate to show the rate of failures.

As downstream computer vision tasks pretrained versions of SSM-VOS [77] and STM [44] are

used. These work by examining features in a user selected reference mask and comparing them

to features in the current frame. SSM-VOS does this by leveraging similarities between the

reference and the current frame at a structural level. In contrast, STM uses a memory network to

access a compact representation of all previous frames, allowing access to more information to

decide where the tracking target is.

4.3.2 DAVIS

Results for this are shown in figs. 4.4 and 4.5. These clearly show that our sampling method

outperforms the other methods consistently. The method presented in this chapter is able to

maintain an accuracy of above 80% up to a 20% sample rate, after which the reinitialisation

begins to artificially boost the accuracy. For SSM note that the next best is the sampling learned

bias. This is unsurprising as in tracking the object is likely to be in the centre of the image. Our

method has a slightly higher reinitialisation rate as it is able to set a number of samples that is

not equivalent to the target droprate. Some qualitative results are shown in fig. 4.6, taken at a

target retention rate of 0.25.

The qualitative results show that the tracker has good performance as long as our sampler is over

the tracking target. Areas of the target that are not tracked tend to be outside the sampling. Also,

the sampling allocates some importance to the target’s immediate surroundings, which allows

the task network to have some information about the target’s context.

We note that other samplers are not able to achieve the upper bound of performance even when

sampling all pixels. This is due to that fact that the trackers are optimised jointly with the
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Figure 4.5: Tracking accuracy of STM on the DAVIS dataset.
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Figure 4.6: SSM tracker on the DAVIS dataset. Top row shows the predicted samplemaps (left)

and their associated heatmaps (right). Bottom row shows input frame (left) and tracking result

(right), with target highlighted in red and prediction in blue.

samplers so have to learn to deal with fully sampled and sparsely sampled images, resulting in a

degradation of performance at all levels. In contrast, our method provides only relevant samples,

making it easier for the tracker to produce a result at any sample rate.

4.3.3 YouTube-VOS

Figures 4.7 and 4.8 show our results for SSM and STM respectively. Both trackers have a

reduced performance, particularly STM, our method still produces better results. For both task

models the learned bias is able to outperform our proposed techniques at the highest sample

rates and for STM downsample displays comparable performance above a 50% sample rate.

However, the performance of these techniques drops off significantly at the more valuable lower

sampling rates.

4.4 Pose Estimation Evaluation

For this task, the aim is to establish the positions of the joints of a person in an image of scene.

These can be mapped to a skeleton to provide useful information for tasks such as gesture and

action recognition. In this case, the inputs are simpler than the visual object segmentation,

ŷt = T
(
Ît
)

(4.11)

Early deep learning based methods such as DeepPose [58] regressed the co-ordinates directly,

however most modern approaches predict a heatmap for each individual joint [65, 56, 45]. This
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Figure 4.7: Tracking accuracy of SSM on the YouTube-VOS dataset.
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Figure 4.8: Tracking accuracy of STM on the YouTube-VOS dataset.
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allows for better localisation of the joints as the heatmap provides a stronger gradient to train

the network with.

4.4.1 Experimental Setup

For this task the TransPose network [70] is used to predict joint positions in the JHMDB dataset

[30]. TransPose uses transformer layers to produce heatmaps for each of the individual joints,

allowing it to maintain a global spatial coherence between each of the joints. The output of these

TransPose is designed to operate on individual images, so when applying it to a sequence some

degradation in the coherence of the output is to be expected. For this task, the success metric is

defined as the mean PCK [71].

4.4.2 Pose estimation results

Despite being a radically different task, fig. 4.9 shows that our method still works well and is

able to significantly outperform any competing sampler. This is particularly notable at lower

sampling rates (< 30%). This is likely due to the fact that a person is likely to take up a relatively

small area of a frame, so methods that provide sparse samples globally are not likely to pick

up on the relevant details for joint position estimation. Additionally, the learned bias is much

less effective here due to the lack of a strong central bias in this dataset when compared with

tracking datasets.

Qualitative results in fig. 4.10 show that the sample maps are much more closely targeted to the

person in question than they were for the tracking application. This is likely due to the lack of

temporal information that will be present in the features of the TransPose task network.

4.5 Achieving the target sample rate

It is important to know how well each model achieves the target sample rate as it is necessary to

evaluate what a good value of target sample rate (κa) would be to use in a real world situation.

To evaluate this the desired target sample rate is compared to the sample rate achieved by the
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Figure 4.9: Accuracy of TransPose on the JHMDB dataset.
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Figure 4.10: Qualitative results for our method using TransPose. Top row shows input frame

(left) and joint estimation result (right), with target highlighted in red and prediction in blue.

Middle row shows the predicted samplemaps (left) and their associated heatmaps (right). Bottom

row shows the sampled input frame (left) and the overlaid pose estimation result (right).

model before any re-initialisation. The results of this for each model are shown in fig. 4.11. The

results for SSM and STM models are displayed for the DAVIS dataset.

While downsampling or uniformly randomly sampling the input will always achieve the target

sample rate, learned sampling approaches are not guaranteed to. Figure 4.11 shows that our

model tends to underestimate the target retention rate. However, in practice this is not a problem

as there exists an easily definable mapping between the achieved retention rate and the desired

retention rate. In the bias detector there is more of a problem as while the mapping still exists

the centre is flatter so is more difficult to achieve reliably.

4.6 Saliency based training

As established in section 3.3, it is possible to train the heatmap generator using saliency maps.

This is particularly useful for this application as not all downstream computer vision tasks will

provide a ground truth mask. Furthermore, as the tasks presented in this chapter are localised to

particular areas of the image, this is a prime candidate for saliency based training to be effective.
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Figure 4.11: How well each method achieves the target droprate across all models
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To test this holds in the predictive case the experiment in section 4.3.2 can be repeated. However,

rather than using the task ground truth as task related ground truth mask (G) to train the heatmap

generator, instead a saliency prediction network is used to generate a G from the image (I).

This is then tested this using the SSM network for visual object segmentation of the DAVIS

dataset, with the results shown in fig. 3.9.

These results still demonstrate the superiority of the technique suggested within this chapter.

However, the difference is that the reinitialisation kicks in earlier than when trained with the pure

ground truth masks. This is particularly significant for the learnt bias, where the re-initialisation

significantly increases at a 50% target sample rate. This is also true for our method, with re-

initialisation starting at 37% rather than 20% for the same task. This makes the effective sample

rate higher.

4.7 Conclusion

In this chapter a general framework applicable to any video based network has been developed.

This allows for the user to trade between output accuracy and computational complexity. It

is able to generalise to a variety of tasks and can be easily used by a number of different

models. The value of this approach has been demonstrated across multiple target tasks, multiple

datasets and different task specific models. Overall, the proposed method are able to achieve

comparable performance to the current state-of-the-art on these problems while reducing storage,

transmission and processing complexity by 80%. This potential efficiency gain may benefit

deploying future deep learning algorithms on constrained hardware such as in the space sector

and internet of things devices. More fundamentally, this reduction in data transmission and

processing may also have positive implications for the environmental impact of the AI revolution.

This is an important step in realising the advantages of a scanning pixel camera as we can now

how have a fully predictive sampling setup. However, this method still has to sample a frame’s

worth of samples at a time before the task network is executed. This is an unnecessary constraint

on a scanning pixel camera, and the next chapter will seek to remove this constraint as well,

bringing the realisation of a scanning pixel camera ever closer.
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Figure 4.12: Saliency based training results for visual object segmentation



Chapter 5

Continuous Sampling

So far this thesis has assumed that samples are taken a frame at a time. However, a scanning

pixel camera does not have to be bound by this paradigm, especially when it comes to more

dynamic scenes. In fact, only sampling a frame’s worth of pixels at a time is not fully leveraging

the capabilities of a scanning pixel camera. As each new collection of samples brings in new

information about the scene, it should be possible to simultaneously update both the task

prediction and decide where best to sample next to ensure that this task prediction is accurate.

By following this paradigm, all the simplifications made in section 1.4 can be removed, treating

the scanning pixel camera as a device that produces a continuous stream of samples, rather than

a synchronised set of pixels.

5.1 Methodology

The overall framework for the method in this chapter is shown in fig. 5.1. It bears similarity to

the method in the previous chapter however there are some key differences. Firstly, samples are

generated iteratively in a sequence, for a single static scene. Secondly, the task ground truth (y)

will be the same for each sample, and the prediction should become more accurate as more

samples are taken for the scene.

As with previous chapters, it is desirable to minimise the number of samples taken from a

scene (n) that are taken in order to complete the task. However, rather than matching a target
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Figure 5.1: New samples are accumulated into a scan, as denoted by the⊕ operator. This creates

a current scan that is used as an input to the task via a feature encoder. The intermediate feature

representation (F) are also used to predict a saliency map, which is then used to generate the

next sample positions to be accumulated into the scan.

sample rate, this chapter seeks to minimise the sample rate completely, which applies the

following constraint to n,

minn | n ∈ [0..N ] (5.1)

This technique is to be applied to any downstream computer vision task, assuming that the task

network contains a feature encoder module (E) which provides intermediate feature represen-

tation (F). These intermediate feature representations should contain information about the

salient information of the scene w.r.t. the task they were trained for, therefore they can be used

to generate useful sample maps for future samples. The downstream computer vision task will

be evaluated every time a new sample is acquired.

5.2 Selecting new samples

The feature encoder module produces an intermediate feature representation from an incomplete

scanning pixel camera image (̂I) with k samples in positions defined by the sample map Sk.

These features are used to generate a task prediction for that amount of sampling (ŷk). The
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intermediate feature representation is also used to predict a sample heatmap to place the next

m samples (Hm) in order to best complete the task . m samples are used rather than a single

one as a single sample may not provide enough new information to significantly alter the task

prediction.

This is done using a heatmap generator (S) that outputs Hm ∈ [0..1] as follows,

Hm = S(Fk)− Sk (5.2)

The subtraction of the previous sample map guarantees that Hm will be zero at positions that

have already been sampled, and therefore will not be resampled. The sample heatmap is only

used at this step and then discarded, so as to prevent bias from previous samples and allow the

system to freshly consider all the information in a new context.

The next m samples can then be selected by using maximum likelihood estimation. Any ties are

broken at random.

Sm = max
A
∥A⊙Hm∥ , where ∥A∥ = m,A ∈ [0, 1] (5.3)

This is different to the heatmap binarisers in previous chapters as sample heatmap (H) no longer

needs to be normalised in order to operate with multiple sample rates.

Sm describes where new samples are to be taken from. These new samples are accumulated with

the existing samples and this new scanning pixel camera image is fed into the feature encoder

module to begin the process again. Thus the simulated Î based on the fully accumulated sample

map (S) can be defined as,

Îk+m = I⊙
(
Sk + Sm

)
(5.4)

The process described in eqs. (5.2) to (5.4) can then be repeated by feeding the sampled image

back into the task network to provide even more samples to further refine the result until all

samples have been taken from the scene.

5.3 Sample Saliency estimation

The heatmap generator uses a decoder made of residual blocks as shown in fig. 5.2. The input of

each residual block is processed by a transformer in the same manner as fig. 3.3. This is a similar
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Figure 5.2: The heatmap generator (S) architecture remains similar to previous chapters. Taking

a feature pyramid from a feature encoder module (E) to generate an intermediate feature pyramid,

each intermediate feature representation (F) from this pyramid is passed through a residual block

before upscaling it so that it can match the size of the next set of features. The resulting sample

heatmap (H) is then binarised to produce a new selection of samples before being accumulated

onto the existing sample map.

architecture to that described in section 4.1.1. It is fed the intermediate feature representation as

a feature described by eq. (4.5), as well as the previous sample map (Sm), to produce a sample

map (Sk) that represents the new sample positions.

There are a few key changes to the architecture in order to achieve this. Firstly, as mentioned the

sample heatmap is no longer normalised as it no longer needs to provide probabilities for all

sample rates. Secondly, past frame features are no longer provided as an additional input and

instead H is predicted directly using only the existing set of samples. This is possible as each set

of features will be produced using all previous samples, and there is no difference in the content

of the respective frames, so the information from previous samples does not need to be retained.

5.3.1 Selecting an amount of samples

Taking a single sample is not likely to yield enough information to meaningfully change the

prediction. Thus in order to gain a reasonable amount of information in a single step, it is useful

to takem samples in at a time. This is easily supported given the maximum likelihood estimation

method used, as we simply have to take the samples with the m highest probabilities.
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This presents a different problem, while taking m samples will result in more information, it

may result in samples being far away from each other and therefore will provide small amounts

of unrelated information. To resolve this rather than pick a single sample m times, a small area

of samples is selectedm times. These co-located samples provide more information over a small

area than a single sample would so are more informative.

This can be done with minimal computational overhead by generating Sm from a downsampled

version of Hm. When this is upsampled using nearest-neighbour interpolation, it results in

blocks of samples around each of the desired sampling positions. Therefore, given m new

samples and a downsampling scaling factor (ψ), the number of new samples taken at each step

(m̂) is given as,

m̂ =
m

ψ
(5.5)

5.3.2 Feature scaling

Initially, the input will be a blank image, which will give a constant scanpattern. This means

that the first sample taken will strongly influence where future samples will be taken as it will

be the only source of information. This can make the reliability of the system sensitive to the

relevance of the earliest samples. In the earlier stages exploration of the scene by the sensor is to

be encouraged, rather than exploitation of the currently available information. Depending on the

exact scanpattern used, it can be challenging for the feature encoder module to learn to modulate

it’s behaviour appropriately over time, so instead the intermediate feature representations are

scaled based on the number of current samples (k) and the number of samples taken from a

scene (n), as follows,

F̂l =


k
nFl if k

n ≤ 1

Fl if k
n > 1

(5.6)

This also has the additional benefit of giving a bias to the first sampling positions, as they will

be produced using a completely zeroed input. The initial samples will therefore be placed at

the area most likely to give significant information in an arbitrary scene. In other words they

represent a prior over important scene locations.
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5.3.3 Training procedure

The task network will be trained using the same loss function as the original task network, as

with previous chapters. This is done at every sampling step in order to ensure that the network is

able to produce results from sampled images.

It is theoretically possible to train the heatmap generator in a recurrent manner, however this

leads to vanishing gradient problems and is prohibitively expensive to train. Therefore, a task

related ground truth mask is provided to generate optimal sample heatmaps. As it has been

sh0wn to be effective in previous chapters, saliency estimation of the can be used to provide an

estimate for the task related ground truth mask. Alternatively, for tasks such as segmentation, the

task ground truth can be used for this purpose. Whatever the choice, it is referred to as the oracle

system (O). Once O is established it is used as a ground truth in an L1-Loss against the output

of the heatmap generator. This also improves robustness and generalisation, as the system is

exposed to a broader range of initial sample maps.

Lsalient = ∥H−O(I)∥ (5.7)

Rather than training on a full sequence of samples for each scene, which would be time con-

suming, particularly at higher sample rates, the task related ground truth mask (G) can be used

to generate a sample map for an arbitrary number of steps. This can then be used to predict a

single next step of m samples. By randomly selecting the number of fake previous steps, the

entire sequence will be eventually be covered without having to go through the time consuming

process of iterating through each individual sample.

5.3.4 Sampling Termination

As established there is a maximum number of samples that can be taken from a scene (N ).

However, as demonstrated in previous chapters, a significantly lower number of samples taken

from a scene can be taken while still maintaining task performance. Therefore, at inference, the

sampling repeats until the upper limit of a predefined target sample rate (κa), defined in eq. (3.2),

is achieved. The information from previous chapters can be utilised to decide on a good value

for κa.
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However, for some inputs, the task network may be able to solve the problem in fewer samples

than specified by the sample rate (e.g. when the target object takes a relatively small portion of

the image). Here open-set recognition techniques are used in order to stop the sampling early,

as the stopping point is when the task is confident that task prediction (ŷ) is in the closed set.

As suggested in [61], the maximum logit score (MLS) is sufficient to determine the stopping

condition. There are many other techniques of establishing if the ŷ is in the closed-set, however

these are largely dependent on the quality of the model they are applied to, so they are not used

in this thesis.

The confidence estimates will be unreliable below a certain proportion of samples (α). Therefore

the final stopping condition given a current sample rate (κ) is,

(κ > α) ∧ (MLS(FL) > γ ∨ κ > κa) (5.8)

where γ is the threshold for the maximum logit score. This condition is not applied during

training in order to maximise the range of partially sampled images that the system is trained on.

5.4 Classification Evaluation

Firstly, a classification task using the same setup as in chapter 3 is evaluated. This means using

EfficientNet-b0 as a classifier and the metric is the classification accuracy. For the intermediate

feature representation the last 4 block of the network was used. Details of the sizes for this can

be found in [57].

The method presented in section 5.1 is compared to a number of alternative sampling strategies.

These include randomly sampling the image and doing a simple raster scan. It is also compared

against a learnt bias to ensure our system is exploiting the nature of each individual scene and

not simply learning to focus on a general region such as a central image bias. There are a lack of

more modern methods to do this task as they either require pre-emptive knowledge of the entire

scene.

To test that the base idea works, the classification is first performed on the CUB200 [62] dataset,

as shown in fig. 5.3. Initially, a maximum κa of 0.5 is chosen. based on knowledge from

chapter 3, a Feature Pyramid Attention [75] is used to provide saliency masks to use as an oracle

system.
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Figure 5.3: Accuracy of classification on CUB-200 dataset

These show that the method significantly outperforms all other comparison models, even at

lower sample rates. This confirms that it is picking highly relevant samples right from the very

start. Furthermore, our method is able to achieve results above the level of the baseline as it is

able to ignore irrelevant information that may distract from the result. Interestingly, it is able

to achieve near peak accuracy at a 32% sampling rate despite it being trained with a higher

maximum target sample rate (κa).

Figures 5.4 and 5.5 show the progression of the heatmaps and their sampling over the course of

a scan. This shows that the sampling is well centred on the target bird, which leads to the good

results in from the classifier as it only has the relevant information a limited background.

The κa that the model is trained at can be lower. Figure 3.9 indicates that it should be possible

to go as low as 0.15. However, predicting where to sample without prior knowledge is likely to

require more information, so the experiment is repeated with a κa of 0.25.

The results in fig. 5.6 are surprising. Although they show that our method is still superior,

performance has dropped significantly. It should be possible to achieve comparative accuracies
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Figure 5.4: Example sampling heatmaps as sampling progresses

Figure 5.5: Sampling progression examples
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Figure 5.6: Accuracy of classification on CUB-200 dataset at a κa of 0.25

using a much lower κa. This is likely due to the fact that the heatmap generators in section 3.1.1

are able to see the image in its entirety before placing a sample. therefore, they do not need to

waste time exploring a scene to establish where the useful samples are likely to be.

5.4.1 Comparison of different saliency oracles

The choice of oracle used to train the heatmap generator will greatly affect its performance. This

is due to the discrepancy between what the oracle chooses to focus on, and what is necessary for

the task to make an accurate decision.

In fig. 5.7 the different oracles of DeepSAUCE from section 3.1.1, and a Pyramid Feature

Attention Network [75] are compared. It is clear that using the Pyramid Feature Attention

Network leads to a significant improvement to the result. This is likely due to the highly

discriminative nature of the saliency map directing all the samples into important areas, whereas

SAUCE may direct some samples into unimportant areas, due to a base sampling rate even

in unimportant regions. DeepSAUCE is able to achieve an overall higher accuracy but does
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Figure 5.7: Training our method with different oracle systems for classification

so using more samples, so for the experiments in this chapter the Pyramid Feature Attention

Network is used as it achieves the desired goal at a much lower sample rate.

5.4.2 Sampling Termination analysis

Figure 5.8 clearly shows that our model leads to much more confident task networks, achieving

peak confidence after only 21% of the samples. However, it should be noted that peak confidence

does not occur at the same sample rate as peak accuracy, implying that using the peak confidence

to stop early would get a less accurate result. This is perhaps unsurprising, as providing additional

information rarely worsens a classifiers decision. Nevertheless, it is gratifying to see that an

additional increase in efficiency can be achieved via this early stopping.

The method suggested in this chapter is also able to gain confidence much more quickly than

randomly sampling and raster scanning. Initially, it has slightly worse performance than the

learnt bias before eventually overtaking it. The feature scaling means that at low sample rates

it will select samples similar to the learnt bias that are likely to be in salient areas. However,
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Figure 5.8: Confidence of the task network as sampling increases. Maximum score is calculated

as the largest softmax score of the output classes.
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Figure 5.9: Classification of the iNaturalist dataset using EfficientNet-b0

as sampling progresses, our method is able to exploit the information from the samples that it

already has and produce more accurate results that it is more confident in.

This can be used to decide a value for γ when using the early stopping condition. A value

of 0.7 would give a performance comparable to a fully sampled input using only 20% of the

samples. Notably this is now close to the value of 0.15, which was suggested as a lower bound

for sampling in fig. 3.9.

5.5 Expanding task coverage

To see how well the method proposed in this chapter generalises, it is tested on other tasks.

To expand the classification task, the larger dataset of iNaturalist [28] is used, with the results

shown in fig. 5.9. The method proposed in this chapter still outperforms the comparison methods

though it takes longer to reach the same performance as a fully sampled input. This is likely due

to the fact that iNaturalist presents a wider range of classes so more samples, and consequently

more information, must be gathered in order to generate an accurate classification.
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Figure 5.10: CUB200 segmentation using FPN

We also preform segmentation using a Feature Pyramind Network (FPN) on the CUB200 dataset.

This used EfficientNet-B0 as an encoder, so the last 4 blocks again were used for the intermediate

feature representation. Figure 5.10 shows that our method is more accurate than the comparative

methods but is not able to be more accurate than a fully sampled image. This is likely because

the task requires more information to form an accurate result, as an exact outline of the target

requires knowledge of the edges that will be harder to predict.

An interesting behaviour of this task is the quality of the prediction initially becomes worse

in the early stages of sampling. This is likely due to the task network exploiting a bias when

using unsampled input. As more samples are taken, the task network is able to produce an

image specific prediction. However, if the samples taken do not provide a sufficient amount of

information, then the new prediction will be worse than the initial prediction.
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Figure 5.11: Accuracy of classification on CUB-200 dataset compared with scan distance in

pixels

5.6 Scan Distance

So far the task metric has been evaluated against the sample rate. The intent here is to minimise

the scanning time by minimising the number of samples taken. This is not fully reflective of a

real world scenario however, as the scan time will be a function of distance travelled. Therefore

a better metric to compare against would be total scan path length.

In previous chapters, as the entire sample map was produced in one go, the scan path would

simply be a travelling salesman solution to a given sample map, which is not practically efficient

to compute. However, now that each new sample is placed sequentially, the true path length can

be recovered, making this a practical comparison.

In fig. 5.11, the scan distance in terms of number of pixels is evaluated. Our method significantly

reduces the total length of the scan compared to the other methods. This means that it also

a good method for selecting scan patterns in a real-world scenario, where distance between
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samples becomes a relevant factor in scan speed. This shows that the samples that it is taking

are not only relevant but also relatively close.

5.7 Conclusion

This chapter proposes an algorithm that allows for efficient selection of sample positions for a

scanning pixel camera. This allows it to efficiently image scenes for a given computer vision task

while still giving comparable performance. This can be adapted to a specific computer vision

task, providing better performance than other methods. This allows us to leverage the low-cost,

low power advantages of a scanning pixel camera, while reducing the drawback of slow imaging

time. Such a camera will therefore become useful in internet of things based systems, where

power and data budgets are limited. In the future this can be extended to dynamic scenes and

associated tasks such as tracking.

This builds on previous chapters’ work and creates a algorithm that allows a scanning pixel cam-

era to image a scene optimally using the minimum amount of samples for a given downstream

computer vision task, without any constraints of it having to produce a single image at any given

time.
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Conclusions and Future Work

This thesis was designed to exploit the unique advantages of a scanning pixel camera in a

computer vision context. These include low-power optics and the ability to focus on a specific

area of the scene rather than having to image the entire scene. Inspired by the biological

phenomenon of saccades, which are found in mammalian vision systems, this has lead to the

development of a scanning pixel camera that is able to only view the relevant parts of an image

for a given computer vision task. By only providing relevant information, a solution to the

downstream task can be found whilst simultaneously optimising imaging time.

Existing work on scanning pixel cameras in this context is limited as the common operating

principle is to use compressive sensing to reconstruct the original image. However, this thesis

has eliminated this step completely by directly providing a sampled image that will be useful

for the given task. The only similar work to this has been [12], which rather than reconstructing

provided an output that could be used for human action recognition. This technique leveraged

out-dated machine learning techniques in order to this, and in a modern deep-learning world

this would not be sufficient or task generic like the processes presented in this thesis.

Sample positions were represented using a sample map, and the optimisation of this sample map

for a given computer vision task was a large focus of this thesis. It was not practical to gather

the vast amounts of data data using the new sensor, which would be required for training deep

learning models to do this on a broad range of tasks. Instead, a method of treating traditional

camera images as if they came from a scanning pixel camera was developed. This allowed us to

81
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leverage a huge amount of already labelled data in order to build scanning pixel camera based

computer vision algorithms. Initially, these were developed using the following assumptions:

1. We have existing information on the scene we are sampling.In practice this will not be the

case and we will have to dynamically build the best possible sample map based only on

pre-existing samples.

2. The scene being imaged is static.However, a scene is likely to move during capture so

there is likely to be motion blurring in any acquired scanning pixel camera image.There

will also be rolling shutter artefacts however owing to the difference of motion with a

traditional camera shutter they would manifest differently.

3. The task can only be performed on a complete frame of samples.As a scanning pixel

camera is mimicking the behaviour of saccades, the concept of a frame appears arbitrary

and there is no need for such a timing constraint.

However, over the course of the thesis, these were progressively removed to achieve a complete

method of producing scan patterns that were optimised to a task. We will now detail how this

was done by summarising the conclusions from each chapter in this thesis.

6.1 Establishing Useful Samples

This chapter focussed on finding sampling patterns of scenes that would allow a task to be

completed using the minimum amount of samples. This was done with all the assumptions

mentioned and provided information that was useful to build the algorithms found in following

chapters.

This lead to the establishment of several key points that allowed future chapters to build on this.

Namely these are the following,

• That there exists a sampling pattern that requires on average 68% fewer samples in order

to complete a task.

• The best way to generate these is to learn them from saliency estimation data, rather than

directly from the back-propagation signals provided by the task.
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• These sample maps can be generated from a low resolution scan of a scene, giving this

technique a method where it can be applied into a real world scenario and still reduce the

number of samples taken.

This gave a stable base to adapt these sampling techniques to deal with more scanning pixel

camera like data. A key finding was that the best way of generating sample maps was dependent

on the task that they were used for. If there was a single clear object that needed to be found

within the scene then an external source of saliency based supervision was extremely effective

in providing this result. In this case a saliency dataset was used allowing for the final training to

focus on adapting the task to learn to deal with the sampled data. However, if a more general

view of the scene was required, such as for the instance segmentation task, it was more effective

to learn the sampling from the back-propagated signal. This finding was useful in following

chapters when developing ways to efficiently train sequential sampling models.

This approach had two major drawbacks to realising a full scanning pixel camera based computer

vision system. Firstly, samples are not generated in a predictive manner, which is necessary on a

live system. Secondly, we have assumed that the samples are generated a frame at a time, which

is an unnecessary restriction given the nature of a scanning pixel camera. Though attempts were

made to alleviate the first drawback using a double scan system, a greatly improved method of

dealing with these issues was proposed in the two following contributions.

6.2 Where to look next

This chapter addressed some of these issues by expanding the scope of the sampling to dynamic

scenes and operated in a predictive manner. To do this sample maps were predicted for each

frame in video. A key aspect of this chapter is the network was trained on sequential video

however each frame was processed independently, with no gradients flowing between frames.

This was done using the ground truth to provide external guidance to each of these frames and

effectively kept the computational cost of processing the videos down. The knowledge that it is

possible to provide external guidance to train such models was gathered in chapter 3.

This was achieved by using information from the previous frame to infer the sampling for the

next frame. This was tested of the video-based tasks of visual object segmentation and human
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pose estimation and was able to maintain a 96% relative task accuracy while only using 20% of

available samples. This was done by exploiting the information in the task features and using

these to simultaneously generate the sample map for the next frame and the task prediction for

the current frame.

The end result of this gives a truly predictive system that will work for samples one frame in

advance. Furthermore, it works on dynamic data, which is key as the imaging will take time

and the data will always be changing. However, this is still required to predict a whole frame’s

worth of samples at a time, which we deal with in the chapter 5 of this thesis.

6.3 Continuous Sampling

The final contribution of this thesis focused on removing the paradigm of a frame based imaging

system. This was a key step in making a working scanning pixel camera based computer vision

system as it enabled the sensor to continuously take samples rather than having to produce a

frame of samples at a time. This is achieved by having a sample heatmap of likely sampling

locations that continuously updates as new samples are taken.

The method for doing this built on that proposed in chapter 4, again using the intermediate

feature representation produced by the downstream computer vision task in order to guide

the sampling. This was further enhanced by a feature scaling mechanism which encouraged

exploration of the scene when sample rates were low and gathered more detail in the scene when

sample rates approached a target sample rate.

A key difference is that the system no longer relied on information from previous frames unlike

in chapter 4. While this was not necessary to achieve a good result, it may be beneficial as a

future improvement to the architecture.

The resulting sampling system had similar performance to the sampling in chapter 3, however

this time the sampling was truly predictive. Not only is this close to the original goal of this

thesis, but it also allows further refinement on the desired stopping condition, as accuracy can

be sacrificed for imaging speed if required. This creates a hardware ready system that would

continuously generate new sample positions for a given task. This allows us to leverage the

low-cost, low power advantages of a scanning pixel camera, while reducing the drawback of
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slow imaging time. Such a camera will therefore become useful in internet of things based

systems, where power and data budgets are limited.

6.4 Future Directions for the field

6.4.1 Hardware integration

As this thesis had dealt with a scanning pixel camera in simulation, a clear path forward is

integrating the methods that are presented here into a real-world system. This will likely result

in dealing with more blurry data as in section 1.3 the assumption was made that the samples

were taken without overlap. This may be dealt with by augmenting the training data so that

the task network learns to dealt with blurred data without loss of accuracy. Alternatively, the

blur could be removed using de-blurring techniques. As the blur is equivalent to a box blur this

should be possible with a deconvolution, however in practice this may not be consistent so more

advanced techniques such as a Weiner deconvolution [15] may be used.

There is also the question of what to do with the information that can be gathered by sampling

while travelling between distant sample positions. Although, this data may be blurry and

effectively have low resolution it may sill contain enough effective information to improve the

result given by the task and therefore effectively reduce the number of samples required to

image the scene for a task. This approach would be contrary to the biological inspiration for a

scanning pixel camera, as the information gained by the eye during a saccadic motion appears

to be ignored. While the saccades focus the densest area of the eye retina on detailed areas

within a scene, the significantly sparser edges of the retina still provide information, particularly

for things like sudden motion in the periphery of the field-of-view. Leveraging low resolution

information gathered during the motion of the sensor may allow for an effect like this, diverging

the scanning pixel camera from its biological inspiration.

6.4.2 Scanning pixel camera representation

The scanning pixel camera image is accumulated onto a black background, which allows the

convolutional network that it is passed into to understand distances between samples. However,
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they do not provide useful chromatic information, meaning that the space is not being used

efficiently. Furthermore, the choice of a black background may make it difficult to process an

image of a dark scene. One way of getting round this is to use some form of partial convolution,

such as [38], which would ignore any non-spatial information provided by the background as

it would only pass on the convolution result of non-background pixels. While this would not

reduce the computation overhead, owing to the parallelised nature of the computation and the

need for establishing which pixels have not been scanned, it would reduce the influence that the

background would have on the scene.

The problem created by accumulating samples onto a background could be bypassed entirely

by operating directly on the sample sequence. This would allow the use of sequence based

techniques such as transformer networks, and would significantly reduce the amount of data

being processed. This would also make the algorithms resolution agnostic and able to take into

account intermediate samples made while travelling to a sample position, thus more effectively

representing the data from a scanning pixel camera. However, the major problem here is

that the spatial information has been lost. This is detrimental for image processing as the

relative locations of pixels are of significant importance. This can be demonstrated through the

effectiveness of convolutional neural networks. Convolutional kernels are small relative to the

input image allowing them to extract features in at a local level, which can then be pooled to

provide a more global understanding of the image.

It is possible to regain this spatial information by using appropriate positional encoding of

the samples. However, this may be non-trivial owing to the two dimensional nature of the

data. Furthermore, just as a convolutional neural network (CNN) has access to the spatial

information at all layers of the network, the positional encoding may have to also be applied to

all layers. While this may be easy at first, there may eventually be the requirement to perform a

downsampling which would also have to apply to the positional encoding. This, combined with

the fact that a task that was traditionally designed for two-dimensional data is now being applied

to one-dimensional data, would require novel architectures in order to effectively provide good

results.
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(a) Orginal graph generated from

scan

(b) Graph with addintional semantic

links

(c) Downsampled graph for eas-

ier processing

Figure 6.1: Graph Neural Network (GNN) based scanning pixel camera data representations

6.4.3 Using Graph Neural Networks

Alternatively, it is possible to consider each sample as a node on a graph and use the edges of

the graph to encode the spatial information, as shown in fig. 6.1a. The edge weights can be used

to represent an arbitrary distance, rather than being bound to a fixed grid as in the sample map

representation found within this thesis. GNNs such as [40] could then be used to perform the

downstream tasks. This would allow for nodes to be linked based on semantic content, as in

fig. 6.1b, in order to increase the expressiveness of the graph. Further processing would provide

a task result based on the graph.

This approach introduces its own challenges namely that there are a large number of nodes that

make it computationally expensive to process. One method of combatting this would require the

use of graph downsampling in order to reduce this overhead, however, doing this effectively is

currently an open research problem.

Utilising graph convolutions to generate sampling predictively, as in chapters 4 and 5, is effec-

tively the addition of nodes to the graph. In its purest form, this means that the representation of

scanning pixel camera data becomes a dynamic graph. Graph convolutions on dynamic graphs

are currently an area of limited research [67].
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6.4.4 A reinforcement learning based approach

Regardless of the representation chosen alternative methods of predicting future samples exist.

A major one is using reinforcement learning to predict continuous sampling as this fits nicely

into the reinforcement learning problem definition. Under this setup, an agent would be trained

to take actions in an environment that would maximise a reward. For a scanning pixel camera,

the environment is the scene being imaged, the actions are the motion taken by the sensor and

the reward is produced by evaluating performance on the task.

This will particularly apply to chapters 4 and 5 as in both these cases we seek to produce an

output based on a sequence of observations of the environment. One of the key challenges for

this is that the reward function will have to be simultaneously learnt. This is because the task

network that would provide the loss must be trained to correctly process scanned images, so

must be trained along with the agent. This may present problems, particularly in early stages of

training. Another problem is that each scene imaged is effectively a separate environment, so

the agent needs to learn to generalise to many different environments in order to be effective.

6.5 Future Hardware

The scanning pixel camera in this thesis uses a single sensor behind moveable optics. However,

there are additional ways to set up this hardware that may provide additional capabilities. For

example, it could be combined with a conventional camera in order to provide a global view of

the scene that could then be used to help guide the scanning pixel camera to examine regions of

interest in further detail. This could be a very low resolution camera, in order to keep the power

budget of the overall system down, however, this would still provide useful information.

Also unexamined within this thesis is the possibility of using multiple scanning pixel cameras in

an array. The immediate advantage of this is that an entire scene could be imaged much faster.

The additional streams of information could be additionally leveraged in order to provide better

scan patterns overall while still maintaining many of the advantages of a scanning pixel camera.

There are also many computer vision applications that utilise one or more cameras, such as 3D

reconstruction. Many of these methods rely on establishing correspondences between pixels
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taken from different cameras. Such algorithms would have to be adapted to use a scanning pixel

camera as the optical setup is different.

Future hardware implementations could also take further inspiration from the eye, by surrounding

a single moving sensor with several static scanning pixel cameras. These would have the effect

of providing peripheral vision to the sensor, allowing for better prediction of where to look. This

is similar to attaching a scanning pixel camera to a conventional camera, however it further

reduces the power requirements and is able to utilise the advantages of using non-imaging optics.

One could even go as far as to use dynamic vision sensors as the photodetectors in the peripheral

sensors. These would provide information on brightness changes at a high temporal frequency.

Combining these with a scanning pixel camera would allow it to respond to rapidly moving

objects, further enhancing its capabilities.

Throughout this thesis it has been shown that a scanning pixel camera can effectively be tightly

integrated into a computer vision system. With further development of the hardware, as well

as the relevant software support, it will be possible to grow the scanning pixel camera into an

intelligent sensor that is takes an active role in performing computer vision tasks.
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Appendix A

DeepSAUCE Architecture

DeepSAUCE uses EfficientNet-b0 [57] as it’s encoder. This gave five layers to the feature

pyramid produced by the encoder. The sizes of the feature pyramid are described in table A.1.

The encoder was pre-trained on ImageNet. Inputs were normalised using the ImageNet norm

prior to being passed in, these are,

µ = [0.485, 0.456, 0.406] (A.1)

σ = [0.229, 0.224, 0.225] (A.2)

Each of the feed-forward networks in the transformers had a size of 128.

Encoder feature channels Total Spatial Reduction Decoder Transformer heads

16 2 -

24 4 6

40 8 10

112 16 28

320 32 80

Table A.1: Size of the encoder features, and their scale reduction. Also shown is the number for

the transformer in the corresponding decoder layer.
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Appendix B

Establishing Useful Samples training

parameters

Table B.1 shows the training parameters used for different datasets in chapter 3. All models

were trained until they converged. All inputs were of size 224× 224.

Dataset # Classes Learning Rate Precision # Epochs Batch Size

CUB-200 200 0.0001 16 25 75

iNaturalist 10000 0.0001 16 19 50

MSCOCO 91 0.0001 16 33 32

ImageNet 1000 0.0001 16 3 75

Table B.1: Training parameters for different datasets used in each of the experiments in chapter 3.
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Appendix C

Additional Downsampling Results

Presented here are results on additional tasks while downsampling the initial input as in sec-

tion 3.5.
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Figure C.1: Evaluation of MSCOCO when the initial view is downsampled by a factor of 4
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Figure C.2: Evaluation of MSCOCO when the initial view is downsampled by a factor of 10
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Figure C.3: Evaluation of iNaturalist when the initial view is downsampled by a factor of 4
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Figure C.4: Evaluation of iNaturalist when the initial view is downsampled by a factor of 10
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Appendix D

Where to look next Training

parameters

D.1 Task model parameters

In table D.1 we go in to more detail about each of the task models used. Each model has a

different sizes of feature pyramid due to differences in the model architecture. For all models

the backbone was pretrained on ImageNet [13]. Some models were then additionally pretrained

on more task specific datasets. For TransPose features are taken from transformer layers and

reshaped to the 3D shape listed.

D.2 Training parameters

We train using the ADAM optimiser [31] with a learning rate of 0.0001, with β1 = 0.9 and

β2 = 0.999. All models were trained for 100 epochs. An exponential decay of 0.98 was applied

to the learning rate per epoch. All models were trained using mixed precision [39]. For the

tracking task the batch size was 30 and for Joint Prediction is was 20. Videos are generated for

each task at a target samplerate of 0.25.
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SSM-VOS STM TransPose

Input size 224× 224 224× 224 256× 192

Backbone Resnet50 [25] Resnet50 Resnet-S

Pretrain dataset DAVIS-17 None MS-COCO

Feature pyramid



4096× 7× 7

2048× 14× 14

512× 28× 28

256× 56× 56




1024× 14× 14

512× 28× 28

256× 56× 56



256× 32× 24

256× 32× 24

256× 32× 24



Table D.1: Additional details for all of the task models used. Feature pyramids given as Channels

× Height ×Width
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